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Theoretical Prediction of the Soil

Thermal Conductivity at

Moderately High Temperatures
Fahio Gori

g-mail: gori@uniroma2.it The theoretical model of the present paper assumes the unit cell of the porous medium as
composed of a cubic space with a cubic solid particle at the center. The thermal conduc-
Sandra Corasaniti tivity is evaluated by solving the heat conduction equation with the assumption of parallel
isotherms within the cubic space. The liquid water in the porous medium is distributed
Department of Mechanical Engineering, around the solid particle according to the phenomena of adsorption and capillarity. The
University of Rome “Tor Vergata”, thermal conductivity of the gas present within the pores takes into account the thermal
Via di Tor Vergata, 110, conductivity of the water vapor and dry air, without enhanced vapor diffusion. The model
Rome, 00133, Italy simplifies the variation of the relative humidity, from dryness to the field capacity, with a
linear increase. The predicted results, compared to experimental data, show the
agreement is very good at the temperatures in the range-§38C) and acceptable at
70°C. At high temperature (90°C) the predictions are higher than the experiments and a
better agreement could be obtained by decreasing the thermal conductivity of the gas
phase. Besides, the trend of the theoretical predictions is in good agreement with
the experiments also at high temperaturd®OIl: 10.1115/1.1513573

Keywords: Conduction, Heat Transfer, Modeling, Porous Media, Thermophysical

Introduction experimental results measured the thermal conductivity of satu-

. rated and two-phases porous media. Theoretical models have been

Th_e predlctlo_n of the effective thermal conductivity of soils i rgposed, but the studies on the thermal conductivity of unsatur-
very important in many heat and mass transfer phenomena rel Gor porous media are limited

to ground, including waste disposal in unsaturated geologic me- ;
dia, geothermal energy extraction, drying problems in multipha§6}TW0 recent papert8, 9] compared some modeling approaches

f . redict the effective thermal conductivity of high temperature
heat and mass transfer in porous and fractured media, enhal y g P

. ; . . Two of the models tested i8] are modifications of the
oil recovery, radioactive waste storage, ground heat pumps

h h f f d related bl h inal one of de Vrie$4]. The third theoretical model was origi-
eat exchangers, forest fires and related problems, heat tranglaly yroposed in[10] for four-phases soils in partially frozen

from high voltage power cables, thermal soil remediation and s nditions and later modified for brickd1]. A model for the
behavior under forest fires. The effective thermal conductivity i ormal conductivity of unconsolidated porous medium, based on
dependent on a wide variety of properties related to the soil, ipapijjary pressure-saturation relation, has been propoga@inA
cluding mineral composition of the solid particles, dry densityg|ation was obtained for the thermal conductivity of the unsatur-
porosity, temperature and water content. ated porous medium wheK,,/K.<0.2. The stagnant thermal

A soil is a multiphase porous medium. A dry or water saturategnquctivity of spatially periodic porous media has been studied
soil is a two-phases medium, composed of solid particle and gas13]. Two models to predict the effective thermal conductivity
or liquid water, respectively. A soil partially saturated by water i§¢ consolidated porous media, like cellular ceramics, have been
a three-phases medium, with the liquid water disposed among ¥i&/eloped if14]. A model to determine the thermal conductivity
solid particle by adsorption and capillarity]. In a partially satu- of 5 ped of solid spherical particles, immersed in a static fluid,
rated soil, heat and mass transfer are coupled by several meglgen the conductivity of the matrix solid is greater than that of
nisms of thermally induced and water potential-induced flow gf,e gas, has been formulated[it5].
water in liquid and vapor phaség]. If the temperature is below  The present paper presents a further enhancement of the model
the freezing point, part of the water can be in the solid state angtoposed in[10], with modifications that take into account the
according to the conditions in the porous medium, liquid watejpecific nature of the soil investigated, including the Permanent
can coexist, as unfrozen water, with the solid ice to form a fougyjiting Point and the Field Capacity. Permanent Wilting Point is
phases medium. Besides the large spectrum of problems ideg#fined as the water remaining in the soil in the smallest of the
fied, the interest of the present paper is focused on three-phag@ropores and around individual soil particles. Field Capacity is
soils at temperatures in the range 30—-90°C. Several experimenfd water content present in the soil after a day, when rain has
measurements are present in the literature at high temperatgspped and the irrigation water has been shut off. At this time the
[3—7]. The soils measured span many different types, varying #kamination of the soil will show water has moved out of the
mineral composition, dry density, porosity and water content. Benacropores, its place has been taken by air, but the small pores
cause of the large variety of experiments, the present paper femain filled with water.
cuses on the results 8], in order to show the general agreement
and the trend of the theoretical predictions. Tcpeoretical Approach

Areview of the literature has revealed that many theoretical an i ) )
experimental studies have been carried out to determine the effecl "€ present model is based on the assumption that the unit cell

tive thermal conductivity of porous media. In the past years sorfé the soil is composed of a cubic space with a cubic solid particle
at the center. Figure 1 presents the cubic cell in the case of a

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF two-phases medium where the continuous phase can t(elrgur

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 20, 200150il) or water(fully saturated sojl The main physical assumption
revision received May 17, 2002. Associate Editor: C. T. Avedisian. of the cubic cell, no contact among adjoining particles, is the
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+ A i 3 [ps 3 [ 1
1 t
gas B:_:\/is: — (1)
Is Pd 1-¢

T wherepy is the solid particles density ang the dry density of the
soil.
The effective thermal conductivity of the unit cell can be evalu-
_____ T ated by solving the heat conduction equation, with the assump-
3 tions of parallel isotherms or parallel heat flux lines. The parallel
isotherms assumption, adopted #9—11], is based on the hypoth-
+ St " esis of a very high thermal conductivity in the transverse direc-
(a) tion, while the parallel heat flux lines is valid when the thermal
conductivity, in the transverse direction, is zero. Both assumptions
have been tested ir16] for two-phases media.
T =T, The effective thermal conductivity of the medium has been
gas evaluated in the present paper with the parallel isotherm hypoth-
; esis and is calle; . For the two-phases porous medium of Fig.
1(a), Kt is given by:
1 p-1 B

Kr KB Ko (B 17K, @
where K. is the thermal conductivity of the gasir and water
vapor in general but water if fully saturajec@ndKg the thermal
conductivity of the solid particle. The first term in E@) corre-
sponds to the thermal resistance of the gas in the cross seldjon (
and length (;—1), while the second term is the thermal resis-
tance of the materials gas-solid in the cross secﬂiﬁhe(nd length
(1s).

When the soil is neither dry nor fully saturated by water, water
is distributed inside the cubic cell according to adsorption and
capillarity. If the water content is very low, water is adsorbed
around the solid particle, as assumed in Fi@h)1The adsorbed
water W, is assumed empirically to be a fraction of the water
content at the permanent wilting poiW , according td17], as

WC =C Wp (3)

where the constant depends on the type of soils investigated.
The present paper assumes 0.375 as suggested [18]. The
adsorbed wateWV,, as given by Eq(3), is the only empirical
assumption of the present model.

When the water conten¥V, is greater thaiV,, water bridges
are establishes among the six solid particles surrounding the cubic
cell, with the distributions assumed in Figclor 1(d), depending
on the amount of water content. The effective thermal conductiv-
ity of the unit cell can be evaluated, with the assumption of par-
allel isotherms, and the expressions are reported in Appendix A.

1 1y solid

Comparisons With Experimental Results

(d) The soils investigated if8] are reported in Table 1 below. The
soils of Table 1 belong to three textural groups of soils: coarse,
Fig. 1 (a) Cubic cell for two-phases dry soil:  (b) cubic cell for ~ Medium-fine and fine, as reported in the first column. The name of

three-phases soil at low water content;  (c) cubic cell for three-  the soil is in the second column. The third column presents the
phases soil in unsaturated conditions; and (d) cubic cell for range of dry density measured. The quartz content percentage is in
three-phases soil near saturation conditions the fourth column. The thermal conductivity of the solid particles

of each soil, according to the evaluation carried ouf 34, is
reported in the fifth column. Volkmar soil has a thermal conduc-
tivity more than two times higher than the other soils because its
quartz content is 97 percent. In the other soils the quartz content
answer to spherical particles with a point of contact, which is ary from 35 percent for Palouse B to 55 percent for Mokins. The
negligible cross section for heat transfer. When water is presgiitth column shows the porosity range, corresponding to the dry
the major contribution to heat conduction is given by the crosfensities of the third column, as evaluated[&]. The last two
section of the water bridge formed between the two particles. Teglumns show the Permanent Wilting Point water contéaht,
porosity of the soilg, is taken into account by the ratio of the voidand the Field CapacitWy, as evaluated if8]. The experimental
volume to the total volume of the cell. The dimensions of thelata of[3] were found with the transient thermal probe method.
cubic cell, although reported in Fig. 1, do not need to be consid- The thermal conductivity of water is assumed a function of the
ered, because they can be expressed as ratios with the solid gafiperaturel ., (in °C), according to:
ticle as in the following. The ratio of the lengths of the cubic cell 3 S
and of the solid particle, as reported in Fig. 1, is: Ky=0.569+1.88 10° Tc—7.72 10" Tg (4)

1002 / Vol. 124, DECEMBER 2002 Transactions of the ASME
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Table 1 Experimental data [3]

Textural Group Soil Pa (g/cm’) % Quartz | K, (W/m K) € Wp (%) | Wg (%)
Coarse L-soil 1.15-1.7 38 2.61 0.4-0.59 52 9.9
Coarse Volkmar 1.27-1.69 97 4.71 0.362 - 0.52 8.6 15.7
Coarse Royal 1.09 - 1.51 42.5 2.57 0.432-0.59 9.9 20.3

Medium - fine | Walla-Walla | 0.94 - 1.52 48.4 2.53 0.429 - 0.647 9.6 26.2
Medium - fine Palouse A 1.11-1.52 38.5 231 0.425-0.58 12.9 30.9
Medium — fine Salkum 0.99 - 1.31 45.5 2.21 0.508 — 0.628 13.9 30.0
Medium - fine Mokins 0.94-1.47 55 2.64 0.45-0.648 15.1 30.8

Fine Palouse B 0.86—1.38 35 2 0.482 - 0.677 26 40.7

The thermal conductivity of air, equal t,=0.026 W/mK at tions as¢&>1, because of the phenomenon of enhanced vapor-
27°C, is assumed variable with the temperafligg (in °C), ac- phase diffusion. The thermal conductivity of water vapof8§
cording to the following equation:

K 5= 0.024080.00007927T ¢ (5) _HeD Py dps, @

TR T pep AT

U

In a partially saturated soil the thermal conductivity of the gas,
present in the pore space, is due to water vapor mixed to air. T\Wﬁere
apparent thermal conductivity of the mixture of air and water
vapor is then given by:

R
Kap=Kat ¢-Kys- & (6) Ru:,va, (8)
where ¢ is the relative humidity of the gas mixture agds the
mass transfer enhancement factor, assumed by some investiga- H_ =2503-2.3-T¢; 9)
1.8 - . 1.8 : - :
— ¢ =040 Theoretical il _
1.6} 1.5 Preditions 16f © LrSeil 3] T=50C -
i v g =0, .
1af © L-Soil 3] ofthis work 1 el 1
- o 12f o 20 ° 1
o~ 1.2 % -é o0 °O _________ )
£ Lof ) s |1 SPR
3 —__z‘-'/ ~ | o i 4
5 08 e w 08 g
Pt i o i
06f A o 061 5 =040 Theoretical
oat 1Y 20 0.4/ predictions 1
. | T =30°C s e £=0.59 ofthis work
02(# 02
4 ' : ' ' 0t 03 04 05
OgrTT— 02 03 04 05 Oy wow, 02 O : :
W WpWe W (m¥/m?)
W (m¥m?) (b)
(a)
s\'; v 35 T T
° 5 o —~— | 30l PR o L-Soil [3] |
_________ ) T=90°C
Jo 09 O T TTTTEeeel N
- o %o, . 2.5
- x~ ~.
E T=70°C ] s 2.0 \ ..
3 o LSoil B]| 3 R
- < 1.5 .
£ =
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(C) (d)
Fig. 2 (a) Effective thermal conductivity versus water content in L-soil [3]; (b) effective thermal conductivity versus water
content in L-soil [3]; (c¢) Effective thermal conductivity versus water content in L-soil [3]; and (d) effective thermal conductivity
versus water content in  L-soil [3]
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Fig. 3 (a) Effective thermal conductivity versus water content in Royal soil

[3]; (b) effective thermal conductivity versus water

content in Royal soil [3]; (c) Effective thermal conductivity versus water content in Royal soil
conductivity versus water content in Royal soil [3]

[3]; and (d) Effective thermal

Substituting the numerical values of Eq—10 in Eq. (6), the

(10) apparent thermal conductivity is given by

T 1172
= . 75 —
D=2.2510 [27314 .

In the present model, on the basis of the discussion carried on Ko=K,+0.120-¢: at 30°C (12)
in [19], the mass transfer enhancement fagti assumed 1. app-a ' '

The Field Capacity of a soil is the condition when water has
drained out of the larger pores but the small pores remain filled Kapp=Kat0.335-¢; at 50°C, (13)
with water. In this situation, the air, trapped among the water
bridges, contains water saturated vapor, i.e., the relative humidity, Kap=Kat+0.962-¢; at 70°C, (14)
¢, of the gas space is equal to 1. On the other h@ne) only in
perfect dry conditions; i.e., with water content equal to zero. This Kopy=Kat 4.474.¢;  at 90°C, (15)

is in agreement with2] where the relative humidity is a function
of the soil water content, according to sfshaped curve, variable = o ) )
content which depends on the type of soil. In order to simplify th€mperature according to the E). Above the Field Capacity
present theoretical model, this work assumes the relative humidiater contentWe, the apparent thermal conductivity of the gas is
as linearly variable from zero, at full dryness, to 100 percent, given by
the Field Capacity water content. Ko —K.+K (16)
In summary, the thermal conductivity of the gas phéseand app "ra s
water vapor)is given by Eq.(6), with é=1, and the relative hu-  Figures 2—6 present the theoretical predictions of this work.
midity is linearly variable with the water content, from dryness t&ach prediction can be subdivided in four regions. The first re-
field capacity, as gion, extending from zero water contentW- , given by Eq.(3),
H=WIW, (11) corr_espon_ds to the con_diti_on of water adsorbed around thg _solid
F particle (Fig. 1(b)) and it gives the lowest thermal conductivity
The linear variation is only a hypothesis which can be removdzbcause of the absence of water bridges between the adjoining
with the more correct assumption ofsashaped curve, but, in asolid particles. The first discontinuity between the first and the
simple theoretical model like this, and with several complicatesecond region is due to the appearance of water bridges. In the
theoretical relations it seems very plausible. second region, fromiVc to Wi, water bridges are present among
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Fig. 4 (a) Effective thermal conductivity versus water content in Palouse A [3]; (b) effective thermal conductivity versus water
content in Palouse A [3]; (c) effective thermal conductivity versus water content in Palouse A [3]; and (d) effective thermal

conductivity versus water content in Palouse A [3]

the solid particles, due to capillarit§Fig. 1(c)). A continuous which has a moderate quartz cont€d®.5 percent)and Field
increase ofKy, up to the Field Capacity of the soilW, is Capacity(20.3 percent). The predictions are in good agreement to
predicted because of the variation of the relative humidity, ale experiments at 30°CFig. 3(a)) and 50°C(Fig. 3(b)), in the
given by Eq.(11). A second discontinuity in the model is presengomplete range of water content. Indeed, the data are within the
at the Field CapacityVg . The third region starts at/r extending predictions obtained with the two porosities reported in Table 1
up to the third discontinuity, which is due to the transition fronj3]. At 70°C (Fig. 3(c)) the predictions are in good agreement
the water configuration of Fig.(¢) to that of Fig. 1(d)and is pelow the field capacity but somewhat higher than the experi-
specific of the present theoretical model. The fourth region stafgnis at higher water contents. At 90¢&g. 3(d))the theoretical
at the third disqontinuity and extequ up to saturation. In the thifﬁedictions are higher than the experiments in the whole range of
and fourth regions, at the two highest temperatU®'C and  yater content. Also for Royal soil it is evident that the slope
90°C), the effective thermal qo_nductlwty decreaS?S‘WWF’ change, in the experimental as well as in the theoretical results,
because the thermal conductivity qf yva(qt saturationjs lower occurs around the field capacit§0.3 percent). Further on, at the
th?:r.' the apparent thermal conductivity given by Ea). i wolle!d capacity the soil exhibits the highest thermal conductivity,
igures 2—3 compare the theoretical predictions of this worf&r the temperatures of 70°C and 90°C

with the experimental measurements of two of the coarse soils Fi 45 t the th tical predicti dtoth
Table 1[3]. Figure 2 shows the data farSoil, which has the Igures 4—» present (ne theoretical predictions compa_re o the
experimental data of two medium-fine soils of Table 1; i.e., Pal-

smallest quartz conter{B8 percent), Wilting Point5.2 percent) . o
and Field Capacity9.9 percent). Two theoretical predictions aréUSe A and Salkum. The conclusions are similar to those made

reported in each figure for two porosities, which correspond to t§éth Figs. 1-2. The agreement is fairly good at the temperatures

extremes values of the dry densities of Table 1. The two predid9°C and 50°QFigs. 4(a,b)and 5(a,b). It is acceptable at 70°C

tions are in fair agreement with the experiments at 30e. UP to the Field CapacityFig. 4(c)and Fig. 5(c)). The predictions

2(a)) and 50°C(Fig. 2(b)), in the whole range of water contentare higher than the experiments at 9Q®ys. 4(d)and 5(d).

The predictions are a little higher than the experiments at 70°CFinally Fig. 6 presents the predictions and the experiments of

(Fig. 2(c))and higher at 90°QFig. 2(d)). Note that the change inthe only fine soil of Table 1; i.e., Palouse B. Figul@,6) present

the slope of the predictions at the Field Capacity is in good agregfairly good agreement. Figurgdgd) show the model provides

ment with the slope change of the experimental daja higher values than the experiments with conclusions similar to the
Figure 3 presents the predictions and the data for Royal s@kevious ones.
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Fig. 5 (a) Effective thermal conductivity versus water content in Salkum
content in Salkum [3]; (c) effective thermal conductivity versus water content in Salkum

versus water content in Salkum

[3]

Conclusions

The theoretical model, used to simulate three-phases porous

soils, gives predictions in very good

mental results at the temperatures of 30°C and 50°C. At the tem-

Wi
C
p

agreement with the experi-
We

[3]; (b) effective thermal conductivity versus water

[3]; and (d) effective thermal conductivity

water contentfm®m?®]

adsorbed water contedtn®/m?]
permanent Wilting P0|n11;m3/m3]
field Capacity[m*/m®]

perature of 70°C the agreement is fairly good from dryness to t&#eek Symbols
Field Capacity. The predictions are somewhat higher than the ex- =1/l

periments, above the field capacity. At 90°C the predictions arg _y,
higher than the experiments almost everywhere and a better com-
parison can be obtained only with a reduced apparent thermal

conductivity of the water-vapor and air mixture.
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a
Nomenclature any
D = water vapor diffusivity in air[m?/s] c

H_ = latent heat of condensatiopl/kg] d

K = thermal conductivity[W/m K] p

| = cubic cell length[m] s

M = molecular masg,g/mol] T

p = pressure[Pa] t

R = gas constan{,J/mol K] v

Ry = water vapor gas constarifl/kg K] vSs

T = temperature[K] w

Te = temperature[ C] wa

V = volume,[m°] wf
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lengths ratio6=W/1—¢

porosity

air relative humidity
density,[Kg/m®]

mass transfer enhancement factor
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gas phase
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solid particle
parallel isotherm
total
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Fig. 6 (a) Effective thermal conductivity versus water content in Palouse B [3]; (b) effective thermal conductivity versus water
content in Palouse B [3]; (c) effective thermal conductivity versus water content in Palouse B [3]; and (d) effective thermal
conductivity versus water content in Palouse B [3].
Appendix A early variable with the real porosity of the medium, between
If the water content is lower thaW/., the effective thermal O.réggi,ofrc])ri:.zo.4764, and 0.226, for=0.2595. The resulting ex-
conductivity is given by, Fig. (b); P )
1 —-1-46/3 -0
—_—= ’8 + 123 wa wa 3
Kt B'Kapp S[Kap;{B —-1)+Ky)] TZT(B -1
s p
* 2 £ (A1) 0 183+70'226_0'183 (0.4764 )} (BP—1) (A3)
=|0. -(0. <€) |- -
Ko+ 3 8Ky + Kapp( BP—1— 3 5) 0.4764-0.2595
where The following variables are then defined:
W I
= =6 = (A2)
1-¢ ls Iw 3 Vw wa
, . . . yY=7=\v v 1 (A4)
The first term of Eq(A1) is the thermal resistance of gas in the ls Vs Vs
section (tz) of length (;—Is—2l,,,). The second term is the ther-
mal resistance of the materials gas-water in the sectipndf ang
length (4,,,). The third term is the thermal resistance of the
materials gas-water-solid in the sectidd)(of length (). With
reference to Fig. 1(kthe three terms can be looked from above to [we Vyi/Vs
below and also on the plane on the paper. =1, " N3y (A5)

If W>W,, Fig. 1(c)and 1(d)the amount of water accumulated
among the solid particles is the funicular ovg,;/V, according
to [20]. In order to simplify the modeV,,;/V is assumed lin- In the configuration of Fig. (t), wherey;<1, K+ is given by:
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i 3 B>—B-y B-v—pB terials gas-water in the sectionzI of length (;—1,,). The second

Ky Kapp-(ﬁz—V?)JrKW- y? Koy (BZ= YD) + Ky 72 term is ti;e thermal resistance of the materl.als gas-water in the
section (;) of length (,,—1s). The third term is the thermal re-

n BB s sistance of the materials gas-water-solid in the sectigh ¢f
Kapp’(ﬁz_ Y)+Ku (=1 +Ks length (s—lys). The fourth term is the thermal resistance of the
B s materials gas-water-solid in the sectidtﬁ)(of length (). With
+ Kot Ky (77112 B 71—2-7 7+ A (A6)  reference to Fig. 1(cthe four sections can be looked from above

to below and also on the plane on the paper.

whereA= Ky (82— =2 B y+2:7- ) For y;>1, Fig. 1(d),K; has the following expression:

The first term of Eq(A6) is the thermal resistance of the ma-

1 B*=B-y B y=Bv B-vi—B
Ky Kapp'(B2_7f2)+Kw'7f2 Kapp'(B2_72)+Kw'72 Kapp‘(lgz_yz_z'.g'7f+2'7'7f)+Kw'(72+2'ﬂ"7f_2'7'7f)
B
+ A7
Kot K (77— 142 B-11—2- 7 70+ Kopy (Bo— =2 B 7+ 2 7 71) (A7)

The first term of Eq.(A7) is the thermal resistance of the ma- IeglperégurezlzepeniggtsKi;Ségn Function for Soil Thermal Conductivity,” Int.

. . - _ . Eng. Res.24, pp. - .
te“als_ gas-water in the S_eCtIOf}ZI of length ( _IW)' The Secon_d [10] Gori, F., 1983, “A Theoretical Model for Predicting the Effective Thermal
term is the thermal resistance of the materials gas-water in the ~ conductivity of Unsaturated Frozen Soilstoc. of Fourth Int. Conf. on Per-
section (%) of length (,—I.). The third term is the thermal mafrost, Fairbanks, AK, pp. 363-368.

. . . [11] Gori, F., 1986, “On the Theoretical Prediction of the Effective Thermal Con-
resistance of the materlab gas-water n the_ sectiﬁhc(f Iength ) ductivity of Bricks” Proc. of Eight Int. Heat Transfer Conference, San Fran-
(Ilwi—1g). The fourth term is the thermal resistance of the materi-  gjsco, 11, pp. 627-632.
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on Capillary Pressure-Saturation Relation,” Int. J. Heat Mass Tradf.pp.
below and also on the plane on the paper. 247251,
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e-mail: praad@engr.smu.edu This work is a numerical and experimental investigation of the effect of the use of a

metallic absorption layer on the laser-based measurements of the thermal conductivity of
dielectric, semiconductor, and highly-conductive materials. The specific experimental
studies, which were carried out on silicon dioxide samples, were used to validate the
numerical approach and to support the findings of this investigation. The numerical and
supporting experimental results reveal the presence of behaviors associated with ther-
mally thin and thermally thick absorption layers, depending on the ratio between the
thickness of the absorption layer and the heat penetration depth. It is concluded that the
TTR method performs optimally when the thickness of the metalization layer falls in the
transition range between the identified thermally thin and thermally thick layers.
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1 Introduction culties of having to fabricate a measuring device into a sample,

The performance of electronic and telecommunication devic Qd then having to isolate and exclude the influence of that mea-

. . : . ring device.
depends heavily on electro-thermal interactions, making the . _—

: . ! : Of course, newly developed materials present an initial hurdle
knowledgﬁ of m?terlal pro;;]ertule)s fundellqmentglbto the cfieS|gn P the TTR methoﬁ becausr.)e of the poorpavailability in the open
cess. Higher performance has been achieved by significant redilc- ; ; ! .
tions in the size of active features as well as by the introductiondI rature of required material properties. But even when available,

innovative materials. Miniaturization leads to increased heat gen-R measurements of the thermal conductivity can still be hin-

eration densities, which further underscores the importance &f c0. BY less-than-desirable optical properties of the top layer
rgaterlal(l.e., low thermoreflectance coefficient, low reflectivity,

therma! analysis. But, in order for the numerlca! analy&s to bnlgh transparency, surface roughnesshich degrade the mea-
useful in thg prediction of performance and reliability of mpe; rement performance of a given system. More specifically, most
grated circuits, accurate thermal property values are requir l|(electric materials have a low value of the extinction coefficient,

X\Qah ttrk\].ilﬁfrﬁ ?;:?n?g?'crfon gﬁi\ggejifcfgr];gr‘ﬁ erdeél]lza:_tilg\:]v (;[Cg: bLi(, which means that they are transparent to the irradiation of a
prop ’ ' heating laser. If the light penetration depth of the irradiatién,

since no universal behavior is expected for these differences an Jmk, is larger than the layer thickneds, the laser light can-

each material must be measured separately. Also, as films 3% heat the layer under test, and thus the TTR method does not

typically layered and deposition techniques differ between manW_ork. The next important problem is associated with the value of

AN . . thermoreflectance coefficient of the top layer material, which
;"’t‘ggf(fésl’a;te'%g']m portant to measure the interface resistance ooeﬁ‘ines the rate of change in the reflectivity as a function of the
There are many expermerta techighatcan be use to TRETae of e samie sufce, This cocffcert neec b be
determine the thermal conductivity of thin-film and multi-layerec? o i thy Y ts. Usually. it pp tpb hi hg thar® 10
materials, including the thermal comparatb/6], embedded elec- ra IOKmI ne lmeas(lj_rgmen S.h sualy, 1 musf eh '9 her a fl
trical resistance bridge§7,8], micro-fabricated thermocouplesP€" Kelvin. In addition to the requirement for the thermoreflec-

; tance coefficient, the range of linear behavior between changes in
9-12], IR th hy13,14], 3w tech 15-17, X- '
Eeﬂecgi’vity[lg]rrg(r)]%rig c)gloFime]z’tr};/lﬂS))—echﬂ né?]hﬁ]gSothz’rs. ;%)\/N_ reflectivity and changes in temperature has to include the range of

ever, the transient thermoreflectance metkio@R) [24] is pre- transient temperatu_res expe_rlenced by the surface_durlng the mea-
ferred among experimental techniques used to determine the tféfements. Otherwise, nonlinear effects could entirely distort the
mal conductivity of thin-film and multi-layered materials. Theff@nsient temperature response of a sample during analysis. An-
main advantage of the TTR method is that it is a non-contactifjer difficulty connected with the optical properties of the top
and non-destructive optical approach, both for heating a samfi¥€r is the changing of those properties with time due either to
under test and for probing the variations of its surface temperatf89-term oxidization at room temperature or to accelerated oxi-
[19]. Because the method is noninvasive, it is attractive for tifization at the higher temperatures experienced during laser irra-
measurement of the thermal properties of thin-layer materigl@tion pulsing. These chemical modifications of the top layer add

whose investigation by contact methods would present the dif_flincertair_lft_y tt)cl) the measurement procedure since they are not eas-
ily quantifiable.

Contributed by the Heat Transfer Division for publication in tf@BNAL OF In order to eliminate these difficulties, investigators have re-

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 2630rted to the use of a so-called metal “absorption” layer on top of
2001; revision received July 24, 2002. Associate Editor: G. Chen. the material under tegfor instance Au in[25], and Al in[3]).
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Metal films are used because they exhibit high absorptivity and
their optical properties are usually well known. Although the use

of other metals as an absorption layer has not been widely con-
sidered, gold seems to be a particularly attractive material for use

as an absorption film because of good stability in its refractive :

indexes(n andk) in a normal laboratory environment, linear de- _____J_-_.'_"t&.

pendence between reflectivity and temperature changes in the H‘:‘:"“;“;::‘c‘:/’ ‘i

range of up to 200 K, and sufficiently high thermoreflectance i Ochuck
coefficient. t

Because of the transient nature of the laser heat source in the| Sample
TTR method, the duration of a laser pulse and the wavelength of
the laser light are essential parameters for analyzing the applica-
bility of the TTR method to a particular situation. Although a
number of publications have reported on the use of the TTRy 1 Schematic of the heating and probing spot positioning
method for measuring different composite mater[@6], a sys- on the sample
tematic investigation of the influence of the essential parameters
in the TTR method on the uncertainty of the measured thermal

conductivity of bulk semi-infinite layer samples has only recentlgbe : :

. . D ys an exponential decay law, as described later. After each
been studied by the authdi7]. The present investigation repre,sqr ise is completed, the sample begins to cool down to the
sents the next step in the complexity spectrum of a sample un fial ambient temperature. During this process, the probing CW
test, and is focused on the TTR measurements of samples {3t jight reflected from the sample surface at the heating spot

haVE ?t least two lﬁygr?i one of Vthrifh if) the a_bsolrption Iay(ra]r. Tménter(probing spot on Fig. 1is collected on a photodetector that
work focuses on the influence of the absorption layer on the peL, i the instantaneous surface reflectivity. The changes in surface
formance of the thermal conductivity measurements by analyzip,

lectivity are linearly proportional to the changes in surface tem-
the thermal response of dielectric (S)Qsemiconducto(Si), and y Y Prop 9

. ' ' . ‘ erature, within a wide but finite temperature range.
highly-conductive(Diamond)materials to the pulsed heating used) i : )
in the TTR method. It should be pointed out, however, that tl"[%The existing experimental TTR system at the SMU SETS Labo

tory is depicted schematically in Fig. 2. The heating source is

three materials considered in this investigation are representa vided by an Nd:YAG pulsed laser whose wavelength is 532
of a wide variety of other materials for which the results obtain pulse width is é.6 ns, and maximum pulse energy is 0.5 mJ.

here would be applicable. Also, while the TTR system used in thig,e 5561 power and output aperture are computer controlled, but
work has a single pulse widi8.6 ns), the methodology and con-y,o 401,41 energy level delivered by each pulse is also measured
clusions are largely applicable to other pulse widths and materiglss 5 o\ er meter. The heating spot of the YAG was characterized
whose thermal behavior is governed by the one-equation Fourjgr ~~p imaging and fast photodiode detection, and was found to

heat model_. The_ values of the thermal co'nductivﬁty) and have good spatial uniformity and a Gaussian temporal distribu-
thermal diffusivity (a) for the materials used are tion namely:

as follows: Au (K=314 W/m-K,a=1.27x10"% m?/s), Si (K

Ochuck

=148 W/m-K,a=0.94Xx10"% m?/s), SiQ (K=1.4W/m-Ka 2F v
=4.9%x10" 7 m¥s), and diamond (K=2,000 W/m-Ka=11.1 ()= Tt ° @
X104 m?/s).

The motivation for this study arose from the discovery of &lere,F is the fluence of laser irradiatioty= 9.6 ns is the time at
special behavior in the course of an experimental investigation \&hich the intensity reaches its maximum value, ane8.6 ns is
gold-covered Si@ samples. This interesting behavior was latethe “duration of the laser pulse(defined as the full-width of the
confirmed by a thorough numerical analysis for samples of diffepulse at 1/eneight).
ing thicknesses of SiQand Au. It was suspected that this behav- The probing light source is an Ar-lon CW laser with a linearly
ior might be caused by the significant difference between the th@elarized, single-mode irradiation beam at a wavelength of 488
mal conductivity of Au and Si@, or in other words, that the nm. The beam is delivered to the microscope assembly via a po-
thermal behavior is governed by the ratio of the thermal condulgwization preserving, fiber optic cable with Tiyimode. The
tivity of the underlying material and the metalization layer. Tdnicroscope objective lens focuses the laser light on the sample
shed light on this hypothesis, numerical studies were pursued fsrrface concentrically with the heated spot. The probing beam
two underlying materials for which the thermal conductivity ratidgeflects from the heated surface back along its optical path to the
would be closer to unityi.e., Siand much larger than unitj.e., Sensitive area of a pre-amplified silicon PIN photodeteétise
Diamond). The studies led to the conclusion that the special B#ne<1 ns) through a fiber optic cable. The intensity of the re-
havior exists for any thermal conductivity ratio as will be deflected light depends on the reflectivity and temperature of the

scribed in the results section below. sample’s surface. The photodetector signal, representing the varia-
tions in surface reflectivity, is acquired with an 8-bit resolution via
2 Experimental Procedure a digital oscilloscope at a rate of 2 Giga-samples per second.

o ) ) Several microscope objective lenses are available, but the one
The schematic in Fig. 1 depicts the square heating and rouiéed here is 20X, providing heating and probing spots whose
probing spots produced by the TTR system in the SMU Submijameters are 22am and 2.4um, respectively, on the surface of
cron Electro-Thermal SciencesSETS) Laboratory (http:// 5 sample under test. The sample under test is placed on a thermal
www.engr.smu.edu/sejsl The source of energy in the TTRchyck, capable of maintaining the bottom of the sample at an
method is normally provided by a pulsed laser with short pul§gsthermal condition, in the range of 0—200°C with increments of

duration. During each pulse, a given volume below the sample1°c. All components are computer interfaced for control and
surface heats up to a temperature level above ambient due to §3g; acquisition.

laser light energy absorbed into the sample. The heating area is
specified by adjusting the pulsing laser aperture and the optics pf
the system. The depth of the volumetric heating, on the other Heat Transfer Model

hand, is determined by the optical penetration depth, which is aThe governing mathematical equation used to model the tran-
function of laser wavelength and surface material properties. Thient thermal process in the sample is the heat conduction equa-
heating energy distribution through the penetration depth) ( tion [28]:
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Fig. 2 Schematic of the experimental setup  (http://www.engr.smu.edu /setsl)

07== Ochuck (6)

a0 .
C —)zV KV6)+Q(r,zt 2
p p( at ( +Q ) @) where 0,k iS the temperature of the thermochuck and can be

wherep is the material densityC, is the heat capacity is the adjusted between 0 and 200°C. The initial condition=a0d is

material thermal conductivity, an® is the heat source term 6c— 0= Bambient 7
which is a function of radial positior, depth,z, and timet. The

laser light absorbed by the sample acts as a volumetric he
source,Q, such that:

The heat equation is then discretized by the use of central finite
ifferences for spatial derivatives and a generalized Rgoke dif-

ferentiation scheme for the time derivative. The Phdsed three-
Q(r,z,t)=1(t)(1—R) ye~ Flag(r) (3) Point-backward scheme is used because of its higher accuracy and
. i . o unconditional stability. The resulting algorithm is second-order
wherel(t) is defined by Eq(1), R is the reflectivity of the top ccurate in both space and time.

layer, y is the absorption coefficient of the top layer, and Flag is |nitial computations of the heat penetration depth during the

the heat spot fiag, such that: heat transfer process9,=0.01), &}, indicated that the mini-
1 inside the heating spot mum required thicknes@neasured from the top of the sampie
Flagr)= (4) 26 wm. A fine computational resolutiof20 points)inside the

0 outside the heating spot smallest characteristic scale of the problem, which is the light
Because of the nature of the problem under considergtieat penetration depth into the absorption lay&y, requires that the
spot, structure of the layer, etccylindrical coordinates would grid size,AZ, be 10 A. In order to estimate the uncertainty of the
normally be preferred. However, since the samples under stugymerical simulation, a grid convergence study was conducted by
are isotropic in theg-direction, the problem can be reduced to a@btaining nondimensional temperature responses of a representa-
axially-symmetric, two-dimensional domain. Further simplificative problem with different values akZ. The problem consisted
tions can be obtained by considering that the area of the heat spban Si substrate covered withdm of SiO,, which in turn was
is much larger than the probing spot area and that the diameteicofered with 1.5um of Au. The resulting response curves are
the heating laser is much larger than the heat penetration degtiotted in Fig. 3 and the maximum error relative to the results
8% . In such cases, it is possible to solve a much simpler, on@btained with the smallest grid spacingZ=10 A, is shown in
dimensional problenj29,30]. The fact that the problem can beéhe legend for each grid spacing. It can be seen that not only does
considered one-dimensional has been confirmed by initial comg€ temperature response curve converge, but negligible error lev-
tations (the results obtained with one-dimensional and twcg!S of 0.04 percent are obtained/ef =20 A. Therefore, all sub-
dimensional cylindrical coordinates show excellent agreemengeduent computations were conducted with a spatial step size of
The boundary condition a&=0 (the upper surface of the sample 10 A.
is

((70) 4 Results and Discussion
z=0

=0 (®) The absorption layer within a substrate is depicted schemati-
cally in Fig. 4. Only three length scales are sufficient to uniquely

while the boundary condition a=« (the lower surface of the describe the heat transfer problem during pulsed laser heating in

sample)is the TTR method; namely, the thickness of the absorption ldyer,

9z
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Fig. 3 Uncertainty of the numerical simulation for a Si sub- 0 10 20 30 40 50 60
strate covered by 1 um layer of SiO , and 1.5 um layer of Au. Nondimensional time, T
Maximum relative errors at the different spatial step sizes AZ
are shown in the brackets. Fig. 5 Thermally Thick Layer: Temperature responses of a

SiO, bulk sample covered with Au, whose thickness is higher
than the heat penetration depth, &y

the optical penetration depth of the heating light; and the heat

penetration depth during the pulse wid#l, . Since the only ab-

sorption layer material considered in the present article is goldWith a (hypothetically)infinite thickness of gold and the other

is reasonable to assume that the heat penetration depth is mwith a layer of gold whose thickness is exadtly=6.35um. The
bigger than the light penetration depth, i.8,> 5, (this assump- results of this comparison, obtained by numerical simulation, are
tion is also applicable to all metals subjected to nanosecond-pusgwn as the lower two curves in Fig. 5. Some discrepancy can be
laser heating). It is equally reasonable to consider that the physiehserved between these two curves toward their tail ends, which
thickness of the absorption layée.g., gold)is bigger than the is due to the influence of the Sj@n the heat transfer through the
light penetration depth, i.eh> ¢, . Otherwise, the top layer finite gold layer. Nevertheless, it is clear that the gold layer con-
would be inappropriate for light energy absorption within thé&rols the majority of the temporal variations in temperature under
scope of the TTR measurement approach. Therefore, if one wislles surface of the sample. Thus, the thickne3sdefines the

to analyze the heat transfer process in a gold-covered sample, angximum possible thickness of gold to be used as an absorption
two length scales need be consideredind 6, . After the intro- layer; thicker layers of Au will hide the influence of the thermal
duction of the above reasonable limitations for the geometricptoperties of any underlying material on the surface temperature
parameters of the problem, one can consider two ranges of variesponse in the TTR method.

tion for h, one larger thad, and the other smaller thaf), . For . . )
the former case, whenis larger thans,, , a practical upper limit _ 41 Behavior of Thermally Thick Absorption Layer for
must be placed on how thick the gold layer needs to be. To plagiP2: [N categorizing the heat transfer process in a layer of ma-
a practical limit on the required thickness of the gold absorptidf'ia!; @ distinction is made between layers that are thermally thin
layer, h* , it is useful to think in terms of the distance traveled byind 1ayers that are thermally thick. When the thickness of the

a heat pulse through the sample until the temperature respo Qéorptlon Iayer‘n,' IS Iarger than the heat penetration degih,

falls below ten percent of its maximum value. For the case e layer has sufficient internal thermal resistance to support tem-

gold, h*, would be equal to 6.3%m [27] ' perature gradients, i.e., the gold layer behaves as a thick plate.
AU . .

. : Thus, such a class of absorption layer is referred to as thermall
In the present work, a comparison is made between the teml-ck’ P Y y

perature responses of two samples of thick Si@ne covered A typical normalized temperature response for thermally thick

layers of gold bp,=2 um) is also shown in the middle part of
Fig. 5. It is interesting to point out in reference to several of the
Light penetration region Heat penetration region curves in Fig. 5 that the temperature decay exhibits a sharp change
Sll of slope. The slope change corresponds to the time when the heat
front reaches the less thermally conductive oxide layer, and is
caused by the high temperature gradients developed at the inter-
face between the highly conductive gold layer and the more resis-

N A s

Sy

b tive silicon dioxide layer. As expected, the time required for the
' N heat front to reach the underlying oxide layer is longer for thicker
Absorbtion Layer Y absorption layers. At the upper limit, when the thickness of the

L absorption layer is bigger thdr, the response shows that there
is very little, if any, heat flow in the silicon dioxide layer, indicat-
ing that the bulk limit of the material has been reached.

The preceding discussion dealt with the thermal responses as
the thickness of the Au absorption layer was decreased from in-
finity to 2 um. While the curve forh=c represents the lower
limit for the thermal response at the surface of the sample, the

Layer Under Investigation

)
1QY
D)

LGN

Substrate four upper curves in Fig. 5h(=0.5, 0.6, 0.7, and 1.04m) rep-
resent the upper range. Further reductions in the thickness of the
Fig. 4 Schematic of the absorption layer on the substrate gold absorption layer will produce curves that fall below this up-
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. o . Fig. 7 Heat transfer regimes in gold covered SiO , samples
Fig. 6 Thermally Thin Films: Temperature responses of a SiO ,

bulk sample covered with Au, whose thickness is smaller than

the heat penetration depth, éy
regime between the thermally thin and thermally thick regimes is
evident. For the specific materials considered here, this transition

per range, depicting the behavior of thermally-thin absorption lapccurs in the range of 0=8H=2. _
ers. The thermally-thin and transition regimes are discussed nextSimilar numerical experiments were conducted for pulse widths
equal to 86 ns and 0.86 ns, thus bracketing by an order of mag-

4.2 Behavior of Thermally Thin Absorption Layer for nitude the 8._6 ns pulse width of th_e_ current system. The results
Si0,. When the thickness of the absorption layer is smaller thdR0t shown)indicate that the transition occurs in the range of
the heat penetration depth during the heating pulse, the layer R#<H=2, exactly like for the case of the 8.6 ns pulse width.
insufficient internal thermal resistance to support temperature gra-The existence of the three regimes defined above was shown for
dients, and as a result, the instantaneous temperature field is rélgtallized silicon dioxide samples. In the next two sections, the
tively uniform throughout the material. Consequently, this type d€sults are presented for Si and diamond, proving that the defined
absorption layer will be referred to as a thermally tiaso regimes can be. |§jent|f|ed for materials within a wide range of
widely known as “lumped capacity’layer. thermal conductivity.

Characteristic temperature responses for thermally thin layers
are shown in Fig. 6, bracketed from above by the curvehfor 4.4 Thermal Behavior of Gold-Covered Bulk Si and Bulk
=0.6 um and from below by the curve fdr=. The latter curve Diamond. The transient surface temperature characteristic of
is included for reference purposes and may not necessarily regieermally thick and thermally thin layer regimes are presented in
sent the absolute limit for all materials. The temperature decayRgys. 8 and 9, respectively. The computed normalized temperature
visibly faster as the thickness of the absorption layer decreasesponses are plotted in Fig. 10 for different nondimensional time
and all temperature responses lie above the response for bukt/7. As previously observed for gold-covered silicon dioxide
gold. The light penetration depth of the heating laggr, is the samples, behavior consistent with the thermally thick regime is
lower limit for the thickness of an absorption layer. Thereforegvident forH=2, while behavior consistent with the thermally
layers thinner thard, are not considered since they are impractithin regime occurs foH=0.4. Transition between the thermally
cal for the TTR method. thin and thermally thick regimes for the gold-covered silicon

sample is clearly visible and occurs again in the rangez®i4

4.3 Transition (Intermediate) Regime Limits for SiO,. <=2.
The discussion below can benefit from the use of the Fourier
number defined as Foeer/h? wherea is the thermal diffusivity
of gold andr is the pulse width of the heating laser. It turns out .
that the reciprocal of the square root of the Fo numper., AR : ! ! !

Jar o1 \Fo

The computed normalized temperature responses for gold-
covered silicon dioxide are plotted in Fig. 7, where a nondimen-
sional time based on the pulse width has been introduced, such =
thatT=t/7. In these plots, the temperature responses from Figs. 4

Fo ?) represents the ratio between the thickness of the absorp- LR e S S =0 E
. N . . 1 ' ' v |- = —=— h=h=6.35um|
tion layer,h, and the heat penetration depth during a single laser 1 ; : N hes,=1.04 um | |
pulse width,éy . The above-defined ratio can also be interpreted ¢ ¢ gHb------- b I  h=06um |
as the dimensionless thickness of the absorption layer: ' ; ; , 5 ]
h h 1 0.6 -_.V.‘ ........ 3

H=— — ®) i ]

o
'S
]
|
)
|
|
)
J
1

Transition Regime ]

ormalized temperature, ©

T
'

0.2

and 5 are shown at specific time instances, beginning with a time Infinite = ' === .
equal to twice the pulse width, i.eT=2, and ending withT ol L b L
a P 9 00O 10 20 30 40 50 60

=50. This view of the results makes it possible to more easily
identify the three different regimes which are entirely defined by
the nondimensional thicknedd. Behavior consistent with the fig. 8  Thermally Thick Layer: Temperature responses of a Si
thermally thick regime appears fét=2, while behavior consis- bulk sample covered with Au, whose thickness is higher than
tent with the thermally thin regime occurs fA=0.4. A transition the heat penetration depth, &,

Nondimensional time, T
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Fig. 9 Thermally Thin Films: Temperature responses of a Si Fig. 12 Thermally Thin Films: Temperature responses of a
bulk sample covered with Au, whose thickness is smaller than diamond bulk sample covered with Au, whose thickness is
the heat penetration depth, &y smaller than the heat penetration depth, oy

_ Corresponding results for gold-covered diamond are preseniggh e while increasing the thickness of Au in the thermally thick
in Figs. 11-13. Two major differences from the results showgygime results in the raising of the temperature curve. The lowest
above for Si and Sipare observed. First, all of the transienty e exists in the transition regime. This behavior is the opposite
surface temperature responses lie below the bulk gold dite:e o \yhat was observed in the cases of Si and,SiBove. Finally,
h=cc). Second, increasing the thickness of Au in the thermally shoy1q be noted that the behavior observed for gold-covered
thin regime results in the lowering of the transient temperatufgamond should be expected for all combinations of underlying
material and metalization cover layer whose thermal conductivity
ratio is much higher than unity.

1.0 . "
; 4.5 Experimental Results. To validate the temperature re-
; - i § sponse behavior observed in the numerical results presented above
| e [ e for the thin and thick absorption layers, experiments were carried
d 1 out for different thicknesses of the absorption layer deposited on a
= given semi-infinite thickness of SO
g In order to determine the minimum required thickness of,SiO
§ that behaves thermally as a semi-infinite material, an additional
3 numerical investigation was carried out for seven samples of dif-
£ ferent thicknesses of Syrovered by 1.5um of Au. The results,
g shown in Fig. 14, indicate that the transient surface temperature
= response is indistinguishable for layers of siBicker than 5000
A. Therefore, it was decided to thermally growumm of SiO, on
= five standard, 4-inch, silicon wafers, and then cover each of them
with a metallic layer by a process of chemical vapor deposition.
The actual thicknesses of Si@r the five samples were measured
with an ellipsometer and found to vary between 1.2 andgirh
Fig. 10 Heat transfer regimes in gold covered Si samples all of which are well above the minimum required 5000 A.
0.4 LA UL L,
IK .
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Fig. 11 Thermally Thick Layer: Temperature responses of a
diamond bulk sample covered with Au, whose thickness is Fig. 13 Heat transfer regimes in gold covered diamond
higher than the heat penetration depth, oy samples
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sible to select the best fit between the experimental data and nu-
merical curve within the envelope for each curve. The worst av-

erage uncertainty in the curve-fitting procedure was equal to 2.2
percent and occurred for Sample 5.

The behavior of the temperature responses of samples 1-3 is
consistent with the previously discussed behavior of thermally
thin absorption layerg¢Fig. 15), where the gold layer thickness is
considerably smaller than the heat penetration depth during the
pulse, and the cooling phase of the temperature response is com-
pletely dependent on the thermal properties of SiChe decrease
in the level of the temperature response evident as the gold layer
becomes thinner is explained by the fact that the amount of energy
accumulated during the pulse decreases accordingly with the re-
duction of the thermal capacitance of the absorption layer.

Samples 4 and 5 exhibit a behavior consistent with the ther-
Fig. 14 Influence of the SiO , thickness on the normalized tem- mally thick regime whereby the diffusion of heat through the un-
perature response of the gold covered  (h,,=1.5 um) samples  derlying oxide layer is discernable by the presence of an abrupt
change of slope at small values of(T=2.5 for sample 4 and
T=3.5 for sample 5). In this case, both the TTR heating and the

As previously discussed, the metal of choice for the top layer ginning of the TTR coaling phases occur within the gold layer,

gold since gold is chemically stable, has known optical and th(\e\ﬁf ich is highly diffusive for the heat propf’igation. Thgs, the initial
mal properties, and has a high thermal reflection coefficient. Ho ehfca%/ é)ofrﬁzgptgr?&zeti)amreeTr'I?FseprzgfoirfsxgIc?fltti:bcu(?gzgﬁjraglsntsrlgge’
ever, very large thlc_knesses qf gold are inherently difficult an‘g) the behavior of the initial decay, the remainder of the'tempera-
expensive to depo_sn. Alternatively, a_thlnner Iaygr of gold Were response forms a nearl “flét" curve, whose slope corre-
deposited on a thicker layer of aluminum, creating the desir o nds tpo the slow diffusion gf the energyyin the §i®erc)iium

. . X . S
metallic thickness while preserving the advantages of the use . . . 2
P 9 g B part of the normalized response is lower for thicker layers of

gold as a surface layer. In order to assess the influence of the u . I
of some aluminum in the metallic layer instead of using solel} old because the accumulated energy during a pulse dissipates
to the gold for thicker gold layers.

gold, numerical simulations were performed for the scenario

pure gold and a corresponding case of gold on top of aluminum.4.6 Responsivity of the TTR Method. To further assess the
The simulation results indicated that as expected the differengasformance of the TTR method, it is useful to introduce a param-
between the temperature responses for pure gold and gold on &tér whose value could directly characterize the accuracy of TTR
minum were negligible (RMS 0.6 percent) since the two metalsmeasurements. We suggest the use of the respondRafyof the
have similar thermal properties. thermal  conductivity =~ measurement  defined asRs
The experimental and corresponding numerical results are pee (d@®/dK),.,, whereT is the normalized temperature response
sented in Fig. 15. The thickness of the coating gold layer for eagh the sample surface and is the thermal conductivity of the
sample was measured by the use of a stylus profiler with an Ufaterial. The responsivitRsis calculated at the nondimensional
certainty of 5 percenfwhich is essentially due to the nonunifor-time ® whered#6/dK is maximum. IndeedRs is directly con-
mity of the coating process rather than the low accuracy of thcted with the accuracy of the method by the equatign
profiler). The thickness of the absorption layer measured by thers 1o , whereoy is the random measurement uncertainty of
profiler is shown in the legend of Fig. 15 for each sample as thge thermal conductivityk, and o is the random apparatus un-
sum of the thicknesses of the Au and the Al layers. For eagRrtainty related to detecting the temperature response. While
sample, two temperature response curves were obtained numgépends on the apparatus signal-to-noise ratio and can be consid-
cally in order to bound the variations in the response that woulfeq as a conservative value for a particular setup, the latter equa-
correspond to the 5 percent uncertainty band in the metal thigksn shows that the measurement uncertainty, of the TTR
ness. Then, it was found that the experimental data falls within “E@:hnique decreases with increases in the responsivity Vkie,
envelope formed by two response curves. Hence, it became pagnce, the responsivitRs, which depends on the properties and
geometry of the materials making up a sample as well as the
parameters of the TTR system, can characterize the performance

Thickness of SiO, layer

0 1b 20 30 40 50 60
Nondimensional time, T

14 _ ‘ T o17oh of the TTR method and be useful for optimizing an experiment.
B ' ' O Bestrioy HeatEq, By numerically solving the heat equation f6¥, it is possible to
TEg e A _ 4 2:2}‘;?5;’;*;;22?” computeRsand to bring out an important issue that could be used
0.9 §8 - prmeeoeoess Feeeee s gggl;gg;';;;;gf’“ to assess the performance of the TTR technique.
O aEB Rala i L] ~  Sampled,h,=9,614A The influence of the thickness of the gold absorption layer on
0.8 s — BestFitby Heat E g P Y
§ _L B ; T samplesih o 17224 A the responsivity of the thermal conductivity of three gold-covered
g oTpYy Ry v — Best Fitby Heat Ba. samples(silicon, silicon dioxide, and diamonds shown in Fig.
g o6Fds 16. In addition, the responsivity valu&®6=0.091) for an uncov-
F 05Et% ered bulk silicon sample is shown as a dashed horizontal line for
3 N reference purposes. For thermally-thick absorption layers, it is ex-
N - S I !
s ected that the responsivity of the gold-covered silicon sample
EO“_ pected that th p ty of the gold d sil pl
5 03F will be worse than the responsivity of an uncovered silicon sample
Z 02 q because a very thick layer of gold will essentially hide the influ-
F! ence of the thermal properties of the underlying silicon material.
prop ying
01F o . . A
1 ; : : ; E In the transition and thermally-thin regimes, the responsivity of
0 ! T T e the gold-covered silicon sample is significantly higher than that of

10 20 30 40 50

Nondimensional Time. T the uncovered silicon sample, except when the thickness of the

gold cover becomes smaller thag,=2,150 A (H=0.207). The

Fig. 15 Measured and computed temperature responses of a improvement is as high as 40 percent at the specific optimal thick-
SiO, layer covered by different thicknesses of gold ness of goldh,,=5,700 A, which corresponds tél=0.558.
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o 0.05 [ ! A ) - thermal conductivity measuremerty ,,, can be re-written as
| u covered Si ] ,
| | PRPvovem Au covered SiO, 1 4 N 1/2
¥ : -——————— Au covered diamond | | Okn= RSZ,%U("): RSZ% o'fzit+ ngp+ E E (Rs,jo'i,j)z
| 1 | ) | i i j#n
L L , it i=K
0005 0207 0403 0.50558 [ _pioye 1 12)
As evident from Eq(12), the uncertainty of the measurements
Fig. 16 Influence of thickness of Au absorption layer on the ok n is directly connected to the responsivig. Since the uncer-
responsivity of thermal conductivity measurements for Si, SiO 2 tainty o is an intrinsic parameter of the TTR system, an increase
and diamond samples in the responsivity will produce a decrease in the uncertainty of

the measurementsy ,. Thus, the best uncertainty is obtained for
the maximum value of responsivitiRs. Calculating the various
terms in Eq(12) for the present investigation reveals that the total
Based on this investigation, one can conclude that it is not adviseasurement uncertainty is less than 6 percent for the five
able to use absorption layers that are in the thermally thin regireamples considered.
(i.e., H<0.207) since these layers result in much lower respon-
sivity values. Furthermore, in attempting to measure lower thiclg Conclusions

nesses of the absorption layer one can expect to incur higher lev- " _ ) )
els of uncertainty. The influence of the thickness of a metallic absorption layer on

By increasing the thickness of the gold layer on an S the performance of the transient thermo-reflectance method has
diamond sample, the responsivity exhibits a similar behavior akgen investigated. The maximum practical thickness of gold that
noticeably higherRs values. However, unlike silicon, Sj0and needs to be used as an absorption lay&i (was determined, and
diamond are transparent materials; so, if it were not for the préswas concluded that using thicker layers would hide the influence
ence of the metallic layer, the heating laser would not have beehthe thermal properties of any underlying material. Conversely,
able to heat the SiQand diamond test samples. Therefore, it ighe lower limit for the thickness of an absorption layer is the light
impossible to estimate the accuracy gain resulting from the usepsfnetration depth of the heating laséy,, since layers thinner
a gold cover for an SiQor diamond sample. than 6, do not absorb enough irradiation energy in order to gen-

) . ) erate the heat source required in the TTR method.

4.7 Measurement Uncertainty. As described earlier, the  por thicknesses of the absorption layer between the lower and
TTR measurement procedure_ consists of t_)oth experlme_ntal qtfg‘jer limits (i.e., 5_<h<h*), the numerically and experimen-
numerical parts. The experimental part includes heating theyy optained transient surface temperature responses differ ac-

sample under test and detecting a change in the surface reflectiy ding to the ratio between the absorption layer thick nd
caused by the temperature change in the heated area, while {i¢ oot penetration deptisy, during a laser pulse. The two

thermally thin. In the thermally thick regime, a decrease of

he basis of th ; | b absorption layer thickness enhances the normalized tempera-
temperature responses. On the basis of the uncertainty analysls response and shortens the time during which the initial rapid

developed by Kline and McClintock31] and revised later by yemperature decay takes place. In contrast, the normalized tem-
Holman[32], the average discrepancy between the experimenfal oy re response on top of a thermally thin layer exhibits the
data and the numerical fitting curve is given by: opposite behavior. Specifically, a decrease of the layer thickness
o2=|02 + o N ) leads to a lower normalized temperature response, but while

ft exp T nd lower, it remains above the temperature response for bulk gold,

Here oe, and o, are the experimental and numerical unceréven at thlcl_<nesses closerfp. Between the thermally thick and
tainties, respectively. Since systematic errors do not exist in tHeermally thin layers there is a range of layer thicknesses where
experimental techniqueye,, is tied to the signal-to-noise ratio of their influence on the temperature response is minimal. The tem-
the TTR system and can be estimated by calculating the standBffiature response behavior associated with this range of thick-
deviation of an adequately large number of transient responsesnfisses has been referred to as a transition regime.
order to estimater,,,, the responsivityRs, introduced in the ~ The analysis performed in the present work has led to the as-
previous section is used. The responsivity of the normalized tragPciation of the Fourier numbeFFo) or the nondimensional thick-
sient temperature response for a small relative variation of a giss of the absorption layér) with the different regimes of the

rameterV; of aj-layer of a sample under test is normalized temperature response behavior. The thermally thin,
thermally thick, and transition regimes have been associated with

00 H=0.4,H=2, and 0.4=H=2, respectively.
RS,,:Vi(;—Vi (10) The responsivity of the TTR measurements characterizes the

performance of the TTR method, and makes it possible to recom-
whereV; can be one of the following variables: thermal conduanend optimal thicknesses for a metallic absorption layer. The nu-
tivity K, specific heapC,, extinction coefficienk, or thickness merical simulations carried out for the gold-covered Si, Siénd
of the layerh. Then, assuming that the truncation errors resultindjamond samples revealed that the responsivity values in the ther-
from the discretization of the heat transfer equation are negligilieally thick regime are too low for the measurements to be suffi-
as compared to those associated with the previously listed variently accurate. The same holds true for lower valued af the
ables, the uncertainty analysis yields thermally thin regime. However, for the range &l =2 that

1016 / Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



covers all of the transition regime and most of the thermally thin k = extinction coefficient of a sample material

layer regime, the responsivity of the TTR measurements for met- N = wavelength of a heating laser, m

allized silicon dioxide and silicon samples is sufficiently high for pCp = specific heat per unit volume, Ja

measuring the thermal conductivity of the underlying material ok = random apparatus uncertainty

with acceptable uncertainty. Furthermore, the responsivity values oo = random measurement uncertainty of the thermal
for a metallized silicon sample exceed the responsivity value for conductivity

an uncovered silicon sample over a wide range ofkhparam- 7 = pulse width of a heating laser, s

eter. And, the maximum performance of the TTR method is e
pected for gold covered Si and Si®amples at the specific thick-
ness of golch,,=5700 A, which corresponds té=0.558, while ab = absorption
the maximum performance for gold covered diamond is observed O = outer boundary
atH=0.403. r, z = direction indices
Three representative materials have been selected in order to
cover the wide range of thermal conductivity of electronics mate-
rials. Namely, diamond was chosen for the higher limit, silicon
dioxide for the lowest, and silicon somewhat in the middle. Sin ferences
the results presented here show that the optimum layer of t &
absorption material is obtained for the transition regime for all of [1] Pr‘;:s C(-)r't--'T QATLL:H;?]ZLF;}] i‘insd V?/;gm tf)-n’\"-[v)gds-' 19mBcroscale Energy
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Convective Heat Transfer in
| Vertical Asymmetrically Heated
Yun Chin
wias. | Narrow Channels

Lakshminarasimhan _ o : ,
A calibrated thermochromic liquid crystal technique was used to acquire wall temperature

Qing Lu data for laminar and turbulent forced convection in an asymmetrically heated channel.
The experiments were carried out in upward flow in rectangular channels with channels
D. Keith Hollingsworlh spacings of 2.0, 1.0, and 0.5 mm and aspect ratios of 1:10, 1:20, and 1:40. One side was

uniformly heated, and the remaining sides were approximately adiabatic. The entire sur-
face temperature field of the heated wall was acquired in one color image, and the
Larry C. Witte temperature was determined by hue-based image processing. In the laminar regime, buoy-
ancy effects elevated the local Nusselt number to values significantly above those expected
for purely forced convection in both the developing region and in the fully developed
Dept. of Mech. Engineering, regiqn. In the turpulent regime, thg fully developed Nussglt nu.mber agregd well vyith
University of Houston, previous observations, but the facility produced an unexplained linear trend in a portion
Houston TX 77204-4792 of the developing region of the channel. While the channel aspect ratio affected the fully
’ developed Nusselt number, no evidence was found that small channel spacing in itself
produces Nusselt numbers that are at variance with accepted values.
[DOI: 10.1115/1.14973536

e-mail: hollingsworth@uh.edu

Heat Transfer & Phase Change Laboratory,

Keywords: Channel Flow, Heat Transfer, Laminar, Mixed Convection, Turbulent

Introduction mental studies of Sparrow et d6] and Tan et al[6] of fully

The vertical rectangular channel with a symmetrical uniformqe?gl?:ﬁgﬂ;glr b?;?dné dag ]IL?IW clir;vaer:oase):jmvrgﬁjtg%?ll)kllehﬁﬁséjelrteﬁhﬂ:
heat-flux boundary condition has received considerable elttenti%:l;\r NU. that isyabout 15 e}:cent Iovf/)er than that for the svmmetri-
in the literature. However, studies of the asymmetrical uniforrr}:-a"' héated channel Thl?a roblem of simultaneous| de}:/elo in
heat-flux boundary conditiothere, one wall at uniform flux, the y ’ P y pIng

other adiabaticare more limited, and more often theoretical ani}g’uomentum and thermal profiles in a rectangular duct has received

numerical than experimental. Summaries of various cases a.f?.f\,tvt?mg e?w?grzg\g ;:éj fﬁﬁﬁ]dffjgegd'\g f;)ornz: t-lli[]%u'eun;ed a
laminar and turbulent flow are provided by Bhatti and Shah y b 9 ' y

. sublimation technique with an effective P2.5. One wall was
Shah and Bhatf{i2], and Hartnett and Kosti8]. With the advent : : - : X
of interest in micro-scale thermal systems, there have been rep('Eh str,‘\lerr?;l :’?:;;Tﬁcﬁn;ﬁéng‘g :;‘;?;r\{z:eh:gt';bagfé E;i{iég?innd
that single-phase convective heat transfer rates in small chanqﬁgs inl%tial grtion of the entrgnce region. The %]‘ull develoned
(characteristic dimension near or below 1 @are enhanced P gion. y P

above classical values established for larger channels, e.g Kaﬁ%l-ue of Ny for the asymmetrical heating was as low as 7 percent
dis and Ravigururajapd]. I elow the value for symmetrical heating, and the thermal entrance

This study presents an experimental data set that addresses th tgla;c;]rgasymmetrlc heating was about double that for symmet-

streamwise evolution of heat transfer in channels with an asyﬁll-A fully developed turbulent water flow through a rectangular

metrical uniform-heat-flux boundary condition, and it examine . . . . . .
::%Ar:t with asymmetric heating was experimentally investigated by
g

the question of heat transfer enhancement in small rectang tic and Hartnet{8]. The two facing walls were driven at
channels. The results concern rectangular channels with chal ?orm-heat-flux, but at different levels. The Nu for the higher-

heights of 2.0, 1.0, and 0.5 mm. These heights correspond 44!

aspect ratios of 1:10, 1:20, and 1:40 for the channel width of i‘deat-flux wall was lower than those of the lower-heat-flux wall,
mm and a length -of 357 rr,1m Oné channel wall was electrical ith the values of Nu for the symmetrical heating case falling in

heated while the remaining walls were approximately adiabat etween. .The dlﬁergnce in Nu between the symmetrical and
The channel axis was vertical and the flow direction was upwal ymmetrical cases increased to 8 percent as the lower-heat-flux

The working fluid was Freon-11 with a Prandtl number, Pr, cr)i/'all approached adiabatic. This difference compares to a value of
approximately 4.1. Flow rates were selected so that both the la : %ertc%n: fct)rl:ndh_b);] Spgrro]\(/v”:at @],kand ftlh%,dltscrepancy was
nar and turbulent flow regions were examined. The lower flo ributed to the higher Pr of the working fluidater).
rates were small enough that density-driven fluid motion could Brief Review of the Laminar Flow Literature.  The analysis
contribute to heat transfer. The streamwise evolution of surfapg Shah and Londofi9] found Nu=5.385 for fully developed,
temperature on the electrically heated wall was measured by hyerely-forced, laminar flow in a flat duct with uniform heat flux
based liquid crystal thermography. This technique made possiblg one side and adiabatic on the other. Maitra ef14l] presented
surface temperature measurements with a spatial scale of less thaheoretical and experimental study of laminar flow in a vertical
600 um. annulus. Their results indicated that buoyancy effects were rela-
tively minor when the Rayleigh number, Ra, wasl0®. Above
this value, a steep increase in Nu occurred. The thermal entry
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF length was much shorter than for pure forced convection, and it
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 24, 200 Sﬂepended on Ra. The measured Nu followed the same trend as the
revision received May 28, 2002. Associate Editor: K. S. Ball. theoretical analysis but were on the average 45 percent higher.

Brief Review of the Turbulent Flow Literature. The experi-
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Yao[11] suggested that idealized, fully developed, forced convec-

tion flows can exist only with minimum heating; therefore, it is (@)

improper to use available heat transfer predictions without consid-

ering buoyancy effects. )
For fluids of intermediate Pr, the thermal entrance region in- view g'ass‘\_

volves simultaneously developing momentum and thermal bound-

ary layers, and the resulting behavior is dependent on Pr. Few

measurements are available for simultaneously developing flows

in a flat duct with asymmetric heating. Heaton et{ 4R ] obtained 9

an analytical solution for simultaneous development of velocity

and temperature fields in a flat duct with one wall at constant heat

flux and the others adiabatic. Mercer et[a3]found that increas-

ing buoyancy tended to increase the hydrodynamic development

length but decrease the thermal development length. . .
Baek et al[14] conducted a numerical analysis and an experi- :‘V‘?titﬁdj%" / [ |

mental study of velocity profiles for assisted convection in a ver- crystac: coating

tical channel with an asymmetric uniform-wall-temperature

boundary condition. The velocity distribution was observed to

skew towards the heated wall and the fluid in that region acceler-

ated as it ascended along the length of the channel. Distortion of heated foil

the developed velocity profiles by asymmetric heating and en- (b) View glass with TLC

hancement of heat transfer rate on the heated wall were also re- N

ported by Aung and Worky15]. Their results suggested that '

guantitative effects of buoyancy in laminar, buoyancy-aided flows

in a vertical parallel-plate channel cannot be extrapolated from g

results available for circular tube flow. Under asymmetrical heat-  yater

ing conditions, the effect of buoyancy causes the velocity profile

to be dramatically distorted as the fluid moves through the duct.

Increasing the heat flux causes the thermal development length to

be shortened and the hydrodynamic development length to be

elongated considerably. Aung and Worku found that for small, but

significant Ra, the thermal entrance length decreases with increas-

ing Ra, and then increases with increasing Ra at large Ra.

tap water

thermocouples
|_along back wall

tap water

test channel

chilled
water

air gap

heated foil
with TLC

view glass

Experiment Apparatus and Data Reduction gasket
Freon 11 was selected as the working fluid because its boiling ' test channel
point was compatible with flow-boiling experiments also carried o-ring

out in this apparatus. The test section was a rectangular channel
with a width of 20 mm and a length of 357 mm. Three heights,
(channel spacingsyere investigatedd =2.0, 1.0 and 0.5 mm. A Fig. 1 Cross-section views of the channel: ~ (a) longitudinal,
drawing of the cross-section of channel with a detail of the surfaggd (b) transverse with construction detail. For  (b) the gravity
construction is shown in Fig. 1, and a schematic of the entikgctor is pointing out of the page.
apparatus is shown in Fig. 2.

The channel was machined into one face of an aluminum bar so
thatH =2.0 mm was created by the depth of the machining opera-ring provided a pressure seal and a 0.25 mm thick gasket elec-
tion. For the 1.0 and 0.5 mm spacings, shims were attached to theally isolated the foil from the channel. Thermochromic liquid
non-heated wall to achieve the desired spacings. The choice dfrgstal was painted on the dry side of the foil, and a clear glass
metallic base structure for the test section was dictated by thkeet attached to the clamp held the foil flat so that the estimated
need to hold channel dimensions fixed over a range of systemriance in channel spacing was0.1 mm. The heat flux was
pressures during the two-phase experiments referenced abgrevided by electrically heating the foil with direct current from a
However, this choice did present challenges in the managemenpafr of 200 ampere, 12 volt power supplies connected in series.
the thermal boundary conditions on the unheated walls. To allevi-
ate this problem, a number of flow passages designed to approxi-
mate an adiabatic condition on the back surface of the channel ar . — tap water
on the narrow sides were machined into the bar. The approxi ~ ————— + chilled water o)
mately adiabatic condition on the back surface was implemente = ool =
by circulating water at the mean temperature of the working fluid - — - T Res
through a passage directly behind the back surface of the channi_ ' ‘ section :
Five type-K thermocouples were epoxy-sealed in wells drilled Dot anger !
into the back surface such that the beads were 1.78 mm below tt<— ' o= —pl-— :
back surface of théunshimmed)channel. The difference in the  coolingwaier 1|+ 5 I A
heat capacities of R-11 and water allowed the back surface of th from chiller l vent  rotameter T Y heser
channel to be maintained near the mean of the inlet and outle g :
temperatures of the working fluid. Figure 3 shows that a typica gl rank TXCIERRT !

bulk temperature rise through the channel resulted in a temper: 4 e

ture variation of=2.0°C about this mean, while the driving tem- — -—<3---

perature difference was an order of magnitude larger. 7 S L —
The heated wall of the channel was a Z®& thick Haynes 230 o o

alloy foil that was clamped to the face of the aluminum bar. An Fig. 2 Schematic of experiment apparatus
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L L the TLC as verified by siin situ calibrations in the present ap-
Thign paratus was 44.4 to 59.6°C. A fifth-order polynomial was fit to the
calibration data and a computation of uncertainty using this cali-
bration was done in accordance with Hay and Hollingswfi1.
The typical single-pixel uncertainty was1.9°C, with the maxi-
mum of =4.5°C occurring near the upper end of the range. The
upper limit of the active band is set by this unacceptably high
uncertainty. The lower end of the band is set by a loss of intensity
. ] as red fades to black. The image window was chosen to be a long,
T, for highest g, narrow slice(36 by 623 pixelspf the test surface centered on the
centerline of the heated wall. The resulting spatial resolution was
0.56 mmx0.56 mm per pixel.
A i 4 The hydraulic diameter used in the data reduction \bgs
— T forlowestg =2H, as suggested by Shah and Lond@®h The Reynolds num-
5L Re=60xI0*  u=3.68mis " v ber is defined as RepaD, /u. If the heat flux from the heated

- wall to the fluid isq,,, and T, (x) —Ty(X) is the local driving
205 3 m s % > 30 3 temperature difference, then the local heat transfer coefficient and
x(cm) the local Nusselt number can be defined as

O

667

Fig. 3 Wall and bulk temperatures for Re  =6.0X10%, H=2 mm Nu = hxDn _ QwDn @
X k k(TW(X)_Tm(X)) '

The voltage drop across the foil was measured at the connect%éerex is the axial coordinate. The heat flux and wall temperature

bus bars, and the current was measured from the voltage d e measured, and the local bulk fluid temperatliggtx), was

across a known resistor connected in series with the foil. TIRPt@ined by an enthalpy balance as

energy dissipated from the portion of the foil beneath the clamp- 4 «

ing frame was removed by chilled water flowing through passages —T _

in both the clamping frame and the edge of the aluminum bar. The Tm00)=Ti+ puCpDpe fo (9w~ ApaciX) 1%, ©)

sidewalls of the channel were isolated from this cooling flow by

air gaps machined parallel to the channel walls into the aluminughereT; is the inlet temperature of the liquid fed to the heated

bar. channel,u is the velocity,c,, is the liquid thermal capacity, and
The working fluid entered an inlet plenum chamber on the bab,. is the equivalent heated diameter suggested by Kagdfor

tom of the channel, and exited through an identical chamber at thendling asymmetrical heating situatioi, is defined as

top of the channel. These chambers were circular in cross-section,

and the test channel connected tangentially at the wall of each 4 flow area

chamber. The foil was attached so that heating began at the start of Dhe

the test channel with no unheated starting length. Rotameters were

used to measure a volumetric flow rate controlled by a by-pagg; 4 channel heated uniformly along its entire perimegy,
loop connected to a constant-speed pump. The fluid temperatu;eéhl For the present boundary conditidd,.=2D,,. The local

at the inlet and exit of the test section were measured by thermys,t (oss through the back surface of the channelis(x). The
couples and collected along with the foil voltage and current byrﬁ?dified Grashof number is defined as*@rﬁgpzDﬁ O/ 112K
eHw 1

computer-controlled data acquisition system. No measurements 4 . o . ! .
. : : . the corresponding modified Rayleigh number i§=R@r* Pr.
the inlet velocity profile could be made because of the size of tﬁgThe fluid properties were evaluatedBi(x). The temperature

Ch'?gge{/.isible surface of the foil was air-brushed with waters" the wetted side of the heated foil was estimated by a conduc-
soluble black paint followed by several coats of a microt-'on analysis to be 0.06°C to 0.15°C higher than that measured by

encapsulated cholesteric liquid crystal formulation from HaIIcrestthe imaging system, depending on the operating heat flux. The

o . unwanted heat loss from the foil through the view glass was esti-
Inc. Thermochromic liquid crystaléTLC) display a color Ch"?‘“ge mated by a one-dimensional conduction analysis to be less than
across the spectrum from red at the lower end of the active tef-

. . percent of the heat input. This correction was made to the
perature range through blue at the upper end. On either side of Ues ofT,,(x). Values forgp,.(x) were determined form a one-

active range the TLC surface appeared black. The surface w . C L )
lighted by two 40 watt fluorescent tubes placed parallel to the ﬂogl%ensmnal heat loss analysis where the local fluid-to-surface re

direction. The image was captured by a charge-coupled-devgtame’ L/t%) back wan Was approximated from Eqs. 2 and 3 with

(4)

~ heated perimeter

. . X . set to zero. The maximum value /q,, was approxi-
color video camera. Real-time images were recorded on videg?e Qbaci/ Aw pp

. - S A . ately 10 percent for the 2 mm channel, but fell to about 3 per-
tape, and single images were digitized directly by>Bbit Ma- cent for the 1 mm and 0.5 mm channels due to inclusion of the
trox color frame-grabber in an Intel-type computer.

A general discussion of the application of quantitative TL ermal resistance of the stainless steel shim used to narrow the

. = X annel. Experimental uncertainties were calculated to first-order
:nmi%:/r;grtrt]cfl%?ag_gsqﬂggSrﬁisetasag?r;hcea?ege f:)euennd g]ndH?))lluzndrirwo _'tochastic contributions onlysing the method of Kline and Mc-

ng : . ' 9 ' P lintock [19]. The typical single-sample relative uncertainty in
ries (R, G, andB respectively)as recorded by the camera are casl, was less than-6.0 percent for théd =2 mm channel+8.5

as magnitudes ofiue, saturation and monochromatic intensity X ’ o

._percent for theH=1 mm channel, and-12 percent for theH
The hue corresponds most closely to the wavelength of the I'g&.QO.S mm channel. These are based on single-pixel uncertainties

E:ftelij pmj/éd?: ge?iﬁilgrinagtilr?:; V;?Ifl?et?rwgr?srﬁitg;eo(;atrk]neb?h(r:%g *1.9°C for Ty,(x) and =0.01 ampere for the electric current
primaries as easurement. FoTW(x_) near the upper limit of the active band,
the uncertainty in Nyincreased; for example, for thé=2 mm
J3(G-B) channel it attained a maximum of approximatetd? percent.
>R-G_B/" (1) The uncertainty in Re was less tharb percent and in Grwas
less than+3.8 percent. The Nudata shown are based on data
The hue-temperature relationship for this TLC is discussed ateraged over a sample window that is%pixels centered on the
length in Hay and Hollingsworthl17]. The useful active range of test surface centerline.

huesarcta?(
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Table 1 Range of experimental variables for convection ex- 300 . T T T T T T T T T
periments 1°
H=2.0mm H=1.0mm H=05mm
Pi(MPa) 0.14-0.18 0.14-0.21 0.12-0.16
Glkg/m®s) 60 — 5260 60 — 4856 166 —~ 3037
qulkW/m") 5.7-121.0 4.4-98.0 8.69 - 54.0
um’s) 0.04-3.68 0.04-331 011-2.03 Nu,
T (°C) 15.7-349 17.4-37.0 12.6 - 30.7
Re 612 — 60,000 306 - 27,000 275-9340
. [ o B3 o 82
Temperature Measurements and Repeatability of Nu. 50 Re=46x10° s 70 « 86 -
Table 1 shows a summary of the range of variables of the date | u=281n¥s v 74
obtained for the three spacings of the channels. The data span bof L
laminar and turbulent flows. Typical axial distributions of wall 00 10 20 30 40 50 80
temperatures are shown in Fig. 3 fdr=2.0 mm, Re=6.010° <D

and for four values of},, . Example images for laminar flow in the

1.0 mm and 0.5 mm channels along with the associated temp&tgy 5 ocal Nu , for simultaneously developing turbulent flow

ture distributions are shown in Fig. 4. These data are essentiallyfgfRe=4.6x 10*, H=2 mm

instantaneous “snapshot” of the temperature distribution because

the entire field is acquired in the framing time of the can{@/80

s), and no explicit temporal averaging is done. While the thermal

mass of the foil/TLC/glass assembly does apply some degreetlo¢ horizontal lines drawn at 44.4°C and at 59.6°C in Fig. 3.

temporal filtering, fluctuations of substantially less than one selBashed lines representing estimates of evolutiorT gfx) near

ond duration are clearly visible in the videotaped sequences fréhe inlet were placed on the graph to orient the reader. In Fig. 3,

the experiments. the T,,(x) data were resampled to a coarser grid so that the data
The image foH = 1.0 mm illustrates the effect of an incorrectlypoint symbols would be legible; a sense of the true spatial density

balanced flow of chilled water through the passages in the edgeobfthe data can be obtained from Fig. 4. The bulk fluid tempera-

the aluminum bar. While the colgand thus temperaturgyadient ture, T;,(x) was calculated from Eq. 3. The remainder of the re-

is reasonably perpendicular to the upper side of the image, a tsinlts are computed from temperature information of this type.

red/orange wedge can be seen approaching the lower side dtram inlet to exit, T,,(x) varies by 4°C so that the driving tem-

narrow angle. For this image, that side of the channel is ovegrerature difference fogy,.(X) is no more than-2°C.

cooled, and the flow rate of chilled water to the frame passages inFigure 5 compares the Ndor H=2.0mm, Re=4.6340* at

that side should be reduced. In this case, the incursion of tisisven different values af,,. The data were obtained from differ-

lateral gradientassociated with a temperature change of approxént image frames in the same run as the power to the test surface

mately 4°C)does not greatly affect the centerline temperaturevas increased; and as such, are “snapshots” of the results of the

The image of thed =0.5 mm illustrates properly balanced lateraheat transfer coefficient distribution for eagf. In order to make

boundary conditions. the data point symbols visible, the data have been down-sampled
The wall temperatures shown in Figs. 3 and 4 are the resultlof a factor of five. The Nushould not be a function ofj,;

a spanwise-average across 36 pixels located along the center tifaaefore, the differences between the curves are representative of

single TLC image. Only those temperatures that fell into the amoment-to-moment changes in the state of the syggmh as

tive range of the TLC can be measured. That range is indicated &iall changes in flow rate or inlet temperajuaed any system-

m e A )
‘ £ ' "_
S el VPR _ -

H=0.5mm, Re =275, Tpinia=19.1°C, g,=738 kWim®

H=1.0mm, Re = 1490, T jniex=21.3°C, g, =7.3 kW/m®

T ¥ T ¥ T B T T T T T T T T T T T T

52 o 05 mm, G- 100 kg's, Re = 275 ;
spL = 1.0 mm, =293 kg's, Re = 1490 o
w48 .
(& ]
46 F .

44 . ; D e | . — I T T S I —

0. 0.1 0.2 0.3
xfm)

Fig. 4 Examples of liquid crystal images and associated temperature measurements along the centerline of the
channel
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Re 9 (k)  Deissler (1953) [ developed turbulent flows
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Fig. 6 Local Nu , for three values of Re,

Fig. 8 Nusselt numbers compared to the correlation of Tan
and Charters for fully developed turbulent flow

atic errors in the data reduction. The variation in the fully devel-

oped value of Ny is representative of the uncertainty in Nu

determined by a root-sum-squares combination of the constituent

guantities.

condition was an effectively uniform temperature on the “heated”
wall, and adiabatic on the remaining surfaces. This comparison is
attractive because of the close match in Re, the similarity in
streamwise evolution of Nufor three values of Re andH heated geometry, and both the differences in thermal boundary
=2 mm at nearly the same, is plotted versus/Dy, in Fig. 6. condi;ion (uniform flux versus tem_peraturand in measurement
For a magnitude reference, the theoretical solution for simultichnique. To account for the Pr difference, the data are plotted as
neously developing turbulent flow inside a uniformly heated ciNuPr", with n=—1/3. Typical values quoted fam in the fully
cular channel for a constant Pr of 4.(Zeissler[20]) is included. developed region are-0.33 and~0.40.
For symmetric heatingD,.=D;,. Measurements of Nuare The present data compare well with the results of Sparrow and
shown from within oneD,,, of the channel entrance. An appar-Cur[7]downstream of the thermal development region. Disagree-
ently linear decrease is observed in the vicinity ef@D,,<8 ment in the developing region is to be expected due to the differ-
followed by the asymptotic approach to a fully developed valugnce in Pr, but the primary difference seen is due to the approxi-
that is 9—14 percent below the Deissler solution. If the thermajately linear region identified above. The fully developed values
development entry length,,, is defined asx/D,, such that differ little, certainly to within the estimate of. We speculate that
NU,=1.05NUyyy developear then Ly, increases with Re, fronh,, the linear-like portion of the Nuis caused by the geometry of the
~8 for Re=3.0X10%, to ~15 for Re=6.0X10". For the Deissler inlet plenum chamber.
solution, Ly~5Dy,. (with D;,o=D},), and changes less with in-
creasing Re.

Figure 7 compares the data for the developing BuRe=4.6
X 10* for a 2 mm spacing to data from Sparrow and CZirfor an
asymmetrically heated channel with an aspect ratio of 1:18 and
effective Pr through a mass-transfer analogy of 2.5. The bound

Results for the Turbulent Regime

The Evolution of Nu, in the Developing Region. The

Fully Developed Turbulent Flow. The Nu data collected for
the fully developed turbulent flow region are plotted against Re in
Fig. 8. This data set includes data for all three channel spacings,
and is again displayed with spanwise-averaging, but without tem-

al averaging. Values of Re span both laminar and turbulent
3w at inlet Pr from 4.0 to 4.4. The variation showtgpically =9
percent)at fixed Re is due to the issues discussed previously, plus

additional repeatability issues resulting from system rebuilds,

400 T y " T T most particularly many different installations of the foil/TLC sub-

3501, o Rep=4.6x10° ] system for different channel spacings as well as replacements for
_ Sparrow and Cur (1982) the same channel spacings due to operational mishaps.

300 Asymmetrical heating, T Typical correlations for fully-developed heat transfer are of the

»sol Re,,~4.5x10* ] form Nu=C,Reé*@PP4 The classical Dittus-Boelter correlation

hasCy=0.023 and was obtained for a smooth, uniform-flux cir-
cular tube. Tan and Chartef6] reported that Nu for air in an
asymmetrically heated rectangular chanraspect ratio=1:3)
with adiabatic conditions on the unheated walls were about 20
percent lower than given by Dittus-Boelter. They suggested a cor-
relation for this geometry of the same form but witly=0.018.

soL 4 The present results show a trend with aspect rateH/W, such
that an excellent collapse is obtained @§=0.02&" In Fig. 8,
% 5 10 15 20 23 30 data from all three channel-spacings is shown along with the Tan

Fig. 7 Comparison of Nu , for simultaneously developing tur-

bulent flow in a rectangular channel,

Journal of Heat Transfer

H=2 mm

and Charters result. Data at laminar to transitional Re are shown
to illustrate the Nu levels obtained for laminar flow with various
amounts of mixed-convection augmentation as discussed later in
the paper.
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Fig. 10 Replica of Metais’ figure showing the regimes for nar-

row channel data

Fig. 9 Nusselt number evolution for ~H=2.0, 1.0, and 0.5 mm

Conclusions

Figure 9 presents Nuwersus dimensionless axial distangé _For turt?ulent flow, val_ues for the fully develo_ped Nu agree well
for tﬁe data for all three spacinas. Also shown is the sol t" V\flth previous observations: they are approximately 10 percent
pacings. ; Ution @ajow predictions for a uniformly heated circular channel of the
Heaton et al[12]_f0r pure _Iamlnar forced convection for simulta- ame hydraulic diameter, and at matched Re, they agree well with
neously developing flow in a flat duct with uniform heat flux afesults from the sublimation experiment by Sparrow and [Ziir
one wall and the other wall insulated. The data for the 2 mip o developing region, the results were mixed. The behavior of
channel have Gr~10° and indicate an asymptotic value in thee apparatus produced an unexplained linear trend in the devel-
fully developed region. The value is rou_ghly three times hlghquing Nu in the range of $x/D.<8. This behavior is most
th_an _the fuII_y developed forced-convection value, a_md increasgghably an entrance region effect stemming from the way in
with increasing GF. Also, the apparent onset of this deviationyhich the fluid entered the channel from the inlet plenum. While
occurs earlier with increasing &rThe data for the 1 mm channel s js an interesting point, we do not claim any universality in this
have Gt ~10° and are better predicted by Heaton's result, but thehservation. It is perhaps best thought of as a testament to the
data approach an asymptotic value slightly higher than Heatowfgficulty of building channels of this dimension and to the capac-
curve. The data for 0.5 mm have'Gt 10° and are predicted quite ity of liquid crystal thermography to illuminate the details of their
well by Heaton’s result. Fard =2.0 and 1.0 mm, the decay of Nu performance.
with axial distance(,) was foreshortened when compared to the For developed laminar flow in the 2 mm channel, the measured
forced convection solution. These data support the trend to lowet is up to three times greater than expected from pure forced
L, with increasing Gt seen in the numerical solution of Aungconvection alone. This increase correlates with increasing buoyant
and Worku[15]. force as given by the Grashof number. The departure is much less
The discussion of Fig. 9 does not directly reference Re orgronounced for the 1 mm channel, and the, Nar the 0.5 mm
mixed-convection grouping such as*@R€. Instead, the flow channel agree with theory to within the measurement uncertainty.
characterization given by Metais and Ece1]is applied. They These results indicate that mixed convection effects become pro-
provided a criterion for determining the ranges of non-negligibleounced at laminar Re for &r10°. Furthermore, the flow char-
buoyancy effects in a vertical channel: mixed-convection flowscterization provided by Metais and Eckg2tl] works well for
for which Nu deviates by more than 10 percent from the puttese flows. Visual observations of streamwise temperature
forced or pure natural convection value. Figure 10 is a replica sfreaks support a buoyancy-driven transition to turbulence at Re
the figure taken from Metais and Eckert where the rddig/L, is typical of laminar flows.
the hydraulic diameter to the channel length. Based on the meafor the range of channel spacings investigated in this study, no
sured values of Re and RegD, /L), the data foH =2 mm clearly evidence was found that the size of the spacing directly affected
fall into the range where buoyant forces drive a free-convectighe heat transfer in the channel. Instead, we find that care must be
turbulent flow field. The data fod =1 mm fall into the range of taken to include the effects of buoyancy into the prediction of heat
turbulent mixed-convection flows, and thke=0.5 mm data fall in transfer rate at laminar-range Re, even though the channel spacing
the range of mixed-convection transitional flows. These flow fielid small.
characterizations supports the behavior seen in Fig. 9. It is inter-Liquid crystal thermography applied to this problem allowed
esting to note that while most of the data are a®800, the measurements on a highly resolved spatial grid and with uncer-
presence of buoyancy forces drive flows that are classified as tréinties in Ny of less than+6.0 percent. The technique does not
sitional to fully-turbulent. Real-time observations of the temperareate localized wall irregularities of the type that might be en-
ture patterns on the TLC surface reported in Chin ef22] at countered with single-point devices. This advantage has a height-
laminar Reynolds numbers showed a transient “streakiness” rengined importance given the present application to a thin channel.
niscent of dye streak visualizations of the sublayer of a turbulemlhe main issues in the implementation, as always, are the require-
boundary layer. The classification of the flows from the 1 anahent of a uniform flux boundary, sufficient optical access, and the
2 mm channels as buoyancy-driven turbulence explains thgslection of a proper active band such that the “thermal window”
observation. thus created is suitable to the problem at hand.

Results for the Laminar Regime
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Nomenclature

= aspect ratioH/W, dimensionless
area,
C, = specific heat, J/(kg°C)

Dy = hydraulic diameter, m
D, = equivalent heated diameter, m
g = gravitational acceleration, n¥/s
Gr* = modified Grashof numbers Bgp?Dy.Qw / 12k, di-
mensionless
h = heat transfer coefficient, WH?°C)
H = channel height, m
k = thermal conductivity, Wm°C)
L = channel length, m
L, = hydraulic entry length=Xgeyeioped Dn» dimensionless
Lin = thermal entry lengths=Xgeyeioped (D Re Pr) or
Xdeveloped Dhe» dimensionless
Nu, = local Nusselt numbeh,D,,/k, dimensionless
Pr = Prandtl number,uc,/K, dimensionless
g, = wall heat flux, W/ng

Opack = heat flux into the back wall of the channel, W/m

Ra& = modified Rayleigh number, RaGr*Pr, dimension-
less
Re = Reynolds numbers= puDy/u, dimensionless
T = local bulk mean temperature of fluid, °C
T, = local wall temperature, °C
u = velocity of fluid, m/s
W = test channel widtl{20 mm)
x = coordinate along the heated surface in axial directio
m
x* = dimensionless distance along axial direction,
x/(Dpe Re Pr)
B = volumetric coefficient of thermal expansion, dimen-
sionless
= dynamic viscosity, kdms)
p = density, kg/m
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Thermal Optimization of a
Circular-Sectored Finned Tube
Using a Porous Medium Approach

Sung Jin Kim

Jae Wook Yoo The present work investigates the heat transfer characteristics of a laminar fully devel-
oped forced convection in a circular-sectored finned tube with axially uniform heat flux
Seok Pil Jang and peripherally uniform wall temperature. The tubes with circular-sectored fins are
modeled as a fluid-saturated porous medium. Using the Brinkman-extended Darcy model
Department of Mechanical Engineering, for fluid flow and the two-equation model for heat transfer, the analytical solutions for
Korea Advanced Institute of Science and both velocity and temperature distributions are obtained and compared with the exact
Technology, solution for fluid flow and the numerical solutions for conjugate heat transfer in order to
Tagjon, 305-701, validate the porous medium approach. The agreement between the solutions based on the
Korea porous medium approach and the conventional method is close within 5.3 percent. Based

on the analytical solutions, parameters of engineering importance are identified to be the
angle of the circular sectotr and the effective conductivity ratio C, and their effects on
fluid flow and heat transfer are studied. Also, the total thermal resistance is derived from
the analytical solutions and minimized in order to optimize the thermal performance of a
tube with circular-sectored fins[DOI: 10.1115/1.149551]7

Keywords: Forced Convection, Heat Transfer, Porous Media, Tubes

Introduction analytically. Soliman and Feingold 3] investigated theoretically

In order to enhance the rate of heat transfer, finned surfacf§ fully developed laminar flow in internally finned tubes with fin
: . . ; . Shapes approximating real fin configurations as closely as pos-
have been applied to cooling devices for electronic equipment ah

sible. However, none of these investigators did either consider the

Sgnmtgagt;i?r::éc?haaq%ﬁr: fionrcgzr;)e/ ﬁ%; ti:gnz?grarrgtnet g d- c8_nduction through the fins with an assumption that the tempera-

antag . y i i Y Pie of the fin surface is constant, or present the optimal geometry
viding additional surface area. However, fins placed in a tub%

make flow pattern complex and increase frictional resistance. R the fins based on the flow friction and heat transfer character-

the number or the height of fins increases, flow friction increasEs o>

and higher pumping power is required to supply the same rate o
mass flow. Therefore, to design a compact heat exchanger
internally finned tubes, we should optimize the fin geometry,

Pue to the complex geometry of the finned tube and the conju-
ted heat transfer between the fluid and the fins, the conventional
afnergy equation cannot be solved analytically. A so-called porous
counting for both fluid friction and heat transfer. medium approach has been opted for modeling the fluid flow and

Many researchers have studied fully developed forced conv’(’%:eiat transfer through a channel with a heat transfer augmentation
tion in internally finned tubes both numerically and experime levice. Koh and Colony14] modeled the microstructure as a

_ : _porous medium. Later Tien and Kyd5], and Kim and Kim
tally [3-5]. Recently, for instance, Fabljé] proposed a polyno %16,17]extended their work in order to analyze the heat transfer

mial lateral profile of the fins and optimized the geometry in th ) . . ;

finned tube in order to make the heat transfer rate per unit of tueg“Eenomenon in a microchannel heat sink. Using the_ porous me-

length as high as possible for a given weight and for a giv um appfoaCh' they _evalu_ated the e_ffects of geometric parameters

hydraulic resistance. However, there are numerous parame g.physma.l properties without te.dlous.numerlcal computations.

which affect the thermal performance of internally finned tubeMilarly, Srinivasan et al.18] studied fluid flow and heat trans-

such as radius, length, material of the tube, thermal properties!f through spirally fluted tubes using a porous substrate approach.
The model divided the flow domain into two regions, the flute

coolant, height, thickness, the number of fins, and so on. As'a™ . . .
consequence, efforts in the previous numerical and experimer@@ion and the core region, with the flutes being modeled as a

studies have involved tedious numerical calculations or extensi@@rous substrate. o .
experiments in order to evaluate the effects of parameters on thd" the present paper, heat transfer characteristics in the circular-
thermal performance of finned tubgs-10]. sectored finned tube are studied using the porous medium ap-

On the contrary, if analytic solutions can be obtained, the Op@_roach. When the circular-sectored finned tube is modeled as a

mization of thermal performance and evaluation of parameters dafous medium, analytical solutions for both velocity and tem-
be accomplished with ease. There are only a few works whi@grature profiles within it can be obtained. The analytical solu-
present the analytical solutions for finned tubes. Shah and Londds aré based on the modified Darcy model for fluid flow and the
[11] provided the analytical solutions for both axial velocity andWO-€guation model for heat transfer. To validate the porous me-
temperature distributions in circular-sectored ducts for the case@im model of the finned tube and the analytical solutions based
an axially uniform heat input and a circumferentially uniform walP? that model, the conjugate heat transfer problem is also solved
temperature at any cross section. When the walil heat flux wdmerically and the numerical results are compared with the ana-
constant at any cross section, Hu and Chft®] provided the lytical solutions. By using the analytical solutions, important vari-

Nusselt number of internally finned tubes with zero fin thickne<P!€s in the engineering field are identified and their effects on
fluid flow and heat transfer are studied. Finally, the analytical

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF results made possible by the use of the porous medium model are

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 3c2Pplied to the thermal optimization of the finned tube. The total
2001; revision received May 14, 2002. Associate Editor: V. K. Dhir. thermal resistance derived from the analytical solutions is mini-
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Fig. 1 Schematic view of the configurations of interest: (a) a tube with

circular-sectored fins;  (b) equivalent porous medium.

mized in order to optimize the thermal performance of finneth a porous medium, is used in place of the Darcy equation in
tube. The point of this example is to demonstrate the cost andder to account for the boundary effect. Due to the high solid-to-
speed advantage of the new analytical solutions compared to mfiuéd conductivity ratio, the temperature difference between the
time consuming numerical procedures when used in design apgidlid and the fluid may not be small. Therefore, the two-equation
cations. model, which treats the solid and the fluid as separate entities, is
used in the present analysis. The volume-averaged energy equa-
Mathematical Formulation and Theoretical Solutions tions for the solid and fluid phase are expressed as

The problem under consideration in this paper is forced con- 1d d(T)s
vective flow through a finned tube as shown in Figa)l The —(}I—(r(l—s)kS d ):h|a((T>s—(T)f) 4
direction of fluid flow is parallel to the tube axis. The tube wall is rar r
uniformly heated and a coolant passes between the fins attached to d(T); 1 d(T);
the inside surface of the tube wall. In analyzing the problem, the spfcf(u)fd—=h|a((T)s—(T)f)+ - d—(rskf d ) (5)
flow is assumed to be steady, laminar, and both hydrodynamically X rar r
and thermally fully developed. In addition, all thermo-physicalvhereh,, a, ps, andc; are the local heat transfer coefficient,
properties are assumed to be constant. wetted area per volume, density, and heat capacity, respectively.
The circular-sectored finned tube is modeled as a porous néhe boundary conditions necessary to complete the problem for-
dium as shown in Fig. 1(b). The present analysis is based on #he@lation are
volume-averaging technique to establish the governing equations

for the velocity and temperature fields in the finned tube. For the (U)i=0, (T)s=(T)i=T,, atr=ry (6)

present system, the representative elementary volume for the d(u) d(Ty (T

volume-averaging can be visualized a@atted)ring aligned per- 5 f =0, 5 L. g *~-0 atr=0 (7)
r r r

pendicularly to the flow direction as shown in Figal The
volume-averaging in the present analysis is equivalent to averagnow Eqs.(3)—(5) and B.C.56)—(7) can be nondimensionalized
ing in the ¢ direction because the geometry under consideration|iging the following dimensionless variables;

uniform in the flow direction. The volume averaging technique is

applied to the solid portion and the fluid portion, respectively, as _ (u)s T _ a?
follows: U= T Da= IV (8)
m o
1 _ _ 2
<¢>S:V_f BdV Q) Hf:<T>t, Tw, GS:<T>;°‘, Tw’ p_ o d(p)s ©
s JVs Oul o Oul o MU dX
1 (1-e)ks (1-e)ks
($hi= f $dv @ |
fJvq For the fully developed flow subject to a constant heat flux,
where ¢ is a physical parametey, is the averaging volume, and d(T); d(T)s dT,
( ) and( )< denote a volume-averaged value over the fluid re- dx  dx W=constant, (10)

gion and the solid region, respectively.
To analyze fluid flow and heat transfer, the volume-averagé&dd from the energy balance,

momentum equation and volume-averaged energy equations for to o(T)
the solid and fluid phases are obtained and solved. As the volume- "= ep;Cillym NASYAN (11)
averaged momentum equation for the present system, the " 29X
Brinkman-extended Darcy equation as proposed by Vafai and Tigfe gimensionless governing equations and boundary conditions
[19]is used are expressed as follows:

1d d(u)r|  eus d(p)s

——(er_ — (U= ®3) rtdf duj_1U -p (12)

r dr dr K dx 7 dy 77d7] Da?

wherep, u, U, g, K, andr are pressure, viscosity, velocity, poros- ) .
ity, permeability, and radial coordinate, respectively. This modi- d“6s 1dbs hi (65— 61)

fied Darcy equation, which was developed to describe fluid flow a2 T3 dy -k 7 (13)
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d2¢; 1de; h* (6—6;) 2(1—e)ks ation can be approximated as those found for the Poiseuille flow
P +— sk — = K U (14) betweer_1 two semi-infinite plates that meet with an angle ahd
R N eXs are subject to a constant heat flux. For small values ah order
U=0, 6.=6;,=0 atp=1 (15) of magnitude analysis shows that the diffusion of momentum and
energy in the radial direction is negligible compared to that in the
du do;  dés circumferential direction. Then the velocity and temperature dis-
T 0, T dn 0, atn=0 (16)  tributions are obtained easily as
wherehf =har?=2rh, /(a+ B). u:i@ o2 “_2) 22)
The analytical solution to the momentum E@d2) with B.C.s 2p dx 4
(15) and(16) can be obtained as " 4 )
qum( 2% 6% 24T (23)
—_ 1+ 2\/51 (772_ 1/»@1) (17) kf CY4 aZ 4 v
1-2\Da From this velocity distribution, the relation between the pressure

where the dimensionless pressure drop is determined by the r&lepp in the flow direction and the mean velocity can be calculated.

tion f(l,U ndn=1/2. Energy Eqs(13) and (14) with B.C.s (15)
and(16) can be solved by the following method:

After comparing this relation with the Darcy equation, the perme-
ability is obtained as follows:

2.2
(13) + N (14): k=212 (24)
T=e)k, 44 12
d? ( eks 1 eks U Similarly, the local heat transfer coefficient is determined as fol-
a7\ e | ek lows:
(18) ke 9T
(13)-(14): T, sk
d? 1 d A 2(1—¢)ks T Ty ra (25)
F(GS—GfH—d—(es—af)——z(es—ef)=——ku . ) .
n nan 7 € With these approximated values &f and h;, the analytical
(19)  solutions based on the porous medium approach are compared

where =h" (1/(1—&)ks+ Lseks).

After some algebraic manipulation, analytical solutions for t
dimensionless temperature profiles of the fluid and solid pha

are obtained as follows:

with the corresponding velocity and temperature distributions for

hthe conjugate heat transfer problem comprising both the solid fin

the fluid. The formulation and the numerical method for the
conjugate heat transfer problem are very similar to those in Patan-
kar[21]and are not repeated here for the sake of brevity. Only the

4 1+2\/ﬁ1 77\“‘?— 7 -1 nv“x— ,72+(l/~“‘D_a> conventional energy equation is solved numerically because a
03:(1+C) /Da 16— + 16 7 closed-form solution exists for the fully-developed flow in the
1-2yDa (2+ 1 ) _\ cCircular sector in the form af11]
\/D—a 2 32&3 nmla 1
2R q 7 (a—tana)+ TEn:La.JI 3 oa a
-7 (20) n“n+—J||{ n— -
2+ —\/1_ u=2 128&4 1
Da, (a—tana)+ —5—=,-13 ) 52 5
4 [1+2\Da|[ 5*—1 5+ADA_3 n?n+—| |n-—
"o \12vpal| 8 [ 12 (26)
2+ JDa Note that the velocity distribution given in E6) is the result of
volume-averaging in the direction so that it may be compared
1 [ ph—gpt - y2+inDa with Eq. (17), which is the analytical solution of the present study.
“c| 16-n 2 (21) In Fig. 2, Eq.(17) is compared with the velocity profile of Eq.
24 1 2 (26) for «=45 deg. Similarly, in Fig. 3, Eqs.20) and (21) are
JDa compared with the corresponding volume-averaged temperature

Results and Discussion

1 Velocity and Temperature Distributions. In order to ob-
tain the velocity and temperature distributions from E§3-(5),

distributions from the numerical solutions far=45 deg andC

=0.01. As depicted in these figures, the analytical solutions based
on the porous medium approach are found to be in close agree-
ment with the corresponding results for the velocity and tempera-
ture profiles base on the conventional approach. In the range of 0

the permeabilityk and the local heat transfer coefficigmtneed deg <a<45 deg, the error between the two results is shown to
to be determined. These parameters are related to the shear stressase with the angle of the circular sectowith a maximum
and the heat transfer rate at the solid/fluid interface along the farror of 5.3 percent at=45 deg. This excellent agreement con-
With any of volume-averaging techniques, we lose some informfirms that the permeability and local heat transfer coefficient are
tion [20]: in the present case, the dependence of the velocity acfibsen appropriately enough to recover the lost information in
temperature distributions in the circumferential direction. In paaveraging.

rous medium studies, we typically replace the lost information It is in order to determine when the porous medium model is
with an empirical data foK andh, . For the present configuration, applicable to the thermal analysis of the circular-sectored finned
however, these parameters can be determined analytically throtgbe. For this purpose the Darcy number based o .and the

an approximation. For this we assume that the pressure drop dochl Nusselt number based on E@5) are compared with that
heat transfer characteristics of the circular sector under considieom the exact solution for fluid flow and that from the numerical
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Fig. 2 Comparison of the velocity profile obtained from the Fig. 5 Effect of « on velocity profiles

porous medium approach with the exact solution

. . . expressed in terms @f andC. Figure 5 shows the effect of (or
solution, respectively. In Fig. 4, the Darcy number based on Efja) o the dimensionless velocity profiles. As shown in this fig-
(24) and the local Nusselt number based on &%) are shown t0 e 5 decrease af reduces the boundary effect on the velocity
be in close agreement with exact results. Hence the porous Mgsyribution and moves the position of the maximum velocity to-
dium approach introduced in the present paper is valit#oA5 \yard the tube wall. Also, the temperature difference between the
deg with a maximum error less than 5 percent. fin and the fluid decreases with decreasingecause both the heat

It goes without saying that these analytical solutions from the;nfer coefficient and the wetted area per unit volume increase,
porous medium model are helpful in identifying and studying thgs shown in Fig. 6. The influence of C on the fluid and solid
effects of variables of engineering importance. Thus, the extefiinperatures is shown in Fig. 7. The solid temperature distribu-
sion to more practical research, such as optimization of the finnggs are relatively insensitive to and C. The solid temperature
tbe, 1S possnc_)le without tedious numerical computations. T'%‘?eadily drops from the tube wall temperature and exhibits a mini-
analytical solutions, Eq$20) and(21), show that the dimension- ,;m at the center of the finned tube. In contrast, the fluid tem-
less temperature$; and 6, are functions ofx andC, sincex is  perature distributions depend strongly erandC. The fluid tem-

perature decreases from its maximum at the tube wall to a

14
24 -1
-3 -2
R
a=n/6
44 g=45°, C=0.01 <
5 Porous medium approach 44 a=n/4
------------- Numerical results
5
-6 T T T T €=0.01
0.0 0.2 0.4 0.6 0.8 1.0
n 6 T T T T
0.0 0.2 04 06 08 1.0
Fig. 3 Comparison of temperature profiles obtained from the n
porous medium approach with numerical solutions
Fig. 6 Effect of « on temperature profiles
0.20 — T T T T 6
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0154 e —— based on Eq.(25) -1
L4, L4 Cc=0.1
A -2
6.
- K
< o104 Ls 5 C=001 N e .
Q =
L, 4 ©=0.001 -~
005+ Da
®  Exact » 54 P
based on Eq.(24) f
64 o=n/6
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n
Fig. 4 Comparison of the approximated Da and Nu ; with the

exact results Fig. 7 Effect of C on temperature profiles
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minimum at the position of the maximum velocity. It then in- 1000
creases to the centerline, but remains smaller than the fin tempera- o
ture.

—— Sparrow and Haji-Sheikh{22]
O based on Eq.(29)
O based on Eq.(35)

2 The Overall Nusselt Number. It is important in thermal
design to enhance the heat transfer rate between the heated wall
and the fluid, i.e., the convection heat transfer rate from the tube
wall. As a measure of the convection heat transfer rate, the overall 3
Nusselt number is typically used and defined as

o 100

~heDy dy Dy

Nu, = 27
ki Tu—Tim ke @"
whereT; , is the bulk mean temperature and expressed by aver- 10 : : : —— :
aging the product of the velocity and temperature distributions 0 10 20 30 40 50 60 70
over the cross-sectional aref, : a (degree)

1 Fig. 8 Comparison of overall Nusselt number obtained from
Tf,m:—A usT:dA (28)  the porous medium approach with those presented by Sparrow
UmAe J A, and Haji-Sheikh

Since we adopted the porous medium approach, the velocity and

temperature distributions in the direction are not available. In- ,

stead we have obtained averaged velocity and temperature profiles _ B q

by applying the local volume-averaging technique. In previous Ttm={Ttm O'OBZSEdP (35)
works, the bulk mean temperature has been calculated us

volume-averaged values in a fashion similar to as (28): NBw, we apply this correction method to the problem of a

circular-sectored finned tube. In a tube with noncircular cross sec-
1 tions, this correction method can still be applied by using the
(T)f,m=u—Af (uy(T)dA (29) hydraulic diameter in place of the pore diameter. Thus we calcu-
mee JAg late the bulk mean temperature by substituting the hydraulic di-

However, there may be an error in calculating the overall Nuss@f1eter of a circular sector fat, in Eq. (35). In order to validate
number with the bulk mean temperature of E@9). The bulk this correction method, we compare the overall Nusselt number
mean temperature of ER9) is generally different from the bulk °2s€d on Eq(35) with those obtained for a special case where
mean temperature of E(28): Eq.(28) and Eq.(29) are same only e_mal_ytlcal solutions for the Nusselt numbers are avallable._ In the
when eitheru; or T; is independent of the volume-averaging di/iMiting case whenC approaches 0, the temperature of a fin be-
rection, ¢. Therefore, proper correction should be made if wgOMes identical to the tube wall temperature. For this case, a
calculate the overall Nusselt number based on the bulk mean t%f-%d'.form solution for the temperature profile is presented in
perature of Eq(29). To obtain a general method of correction fo 25]' Fhlgure 8 T]hlc\)lws tr}e ove[)all Ngssel(; numbers badseﬁl on Eq.
Eq. (29), we consider a certain volume filled with solid and fluig2®): the overall Nusselt numbers based on &%), and those
phases. Inside this volumey andT; can be decomposed into two T the exact solution ih22]. Note that the overall Nusselt num-

terms: volume-averaged value and spatial variation as follows:P€'S Pased on Eq29) are about 18 percent larger than exact
values, while the Nusselt number based on 8%) agrees with

ur=(u)+0s (30) the exact solution within 5 percent. Hence, it is evident that the
_ correction method proposed here significantly reduces the error in
Ti=(T)+T; (31) evaluating the overall Nusselt number. Therefore, we calculate the

overall Nusselt number using; ,, of Eq. (35), for thermal opti-

where( ) is designated as the mean value ands the variation mization of the circular-sectored finned tube, which will be pre-
from the mean value. By substituting E¢80) and (31) into EQ. sented in the next section.

(28), a relation between E¢28) and Eq.(29) is expressed as Furthermore, we shall now show that the analytical solutions
1 based on the porous medium approach are appropriate in predict-
Tt m={(T)¢ m+ _f UTdA (32) ing the thermal performance of the finned tube by examining two
' ’ Ac Ja, limiting values of Ny: Da—» and Da—0. In these cases, be-

) ) causeu; or T; is independent ob, Nu, can be determined from
As shown in Eqs(32), (28) and(29) differ by the second term on Eq. (27) together with Eq(28) or Eq. (29). For the first case, as
the right-hand side. To evaluate this term, we shall assume that thg approaches infinity, it can be easily shown that
fluid flow and heat transfer characteristics in a pore are similar to

those in a capillary tube. The flow is assumed to be fully- lim Nu,=4.364, (36)
developed and laminar, and the tube wall subjected to a constant Da—e
heat flux. Under these assumptions, spatial variations of the wghich is identical to the Nusselt number for a fully-developed
locity and temperature profiles are obtained as follows: convective flow through a plain circular tube with uniform heat
2 flux on the tube wall. The condition of Dax is an imaginary
.= 2u (1_4r_> —u (33) case, which corresponds to the case where the angle between the
f m 2 m : s . . s K
dg two fins goes to infinity. In order to explain the limiting behaviors
of the Nusselt number ag—c« we may imagine a case wheae
~  Qg'dp re oot =nm wheren>2. In this case the velocity and temperature pro-
Ti=- Tk 0'208_2d_§+2d_g (34) files are a multivalued function on a so-callRiemannsurface

[23]. It is a sequence of superimposed planes cut and joined along
whereq”, k¢, andd, are heat flux at the pore wall, conductivitythe branch cuts in such a way that, if a point starts on a given
of the fluid and pore diameter, respectively. Inserting E§8) plane, moves around a branch point, and approaches its original
and(34)into Eq.(32) and performing the integration over a singleposition after such a circuit, it moves across a cut from the initial
pore results in plane onto another superposed plane corresponding to a second
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Fig. 9 Contour map of the overall Nusselt number Fig. 10 Contour map of - Ryon (°C/W)

branch of the function. Asr—s. an infinite number of such the coolant temperature at the inlet. The latter is a fixed value
planes would be required, and the resultant configuration WOLR&(:ause a c_oolant at a normz_al temperature Is cor)tl_nqously pro-
wgfed at the inlet during operation. Therefore, the minimization of

resemble an endless helicoidal surface. In this case, the effec . . -
zero-thickness fins separated by an angtenm asn— o is neg- Ehe total thermal resistance can be realized by minimizing the tube

ligible and the fluid flow approaches the internal flow in a circulal”
tube with no fins. This is why the Nusselt humber approach
4.364 as Da—x, which is identical to the Nusselt number for
fully developed convective flow through a plain circular tube with Riota= Riiow Réin (38)
uniform heat flux on the tube wall.

On the other hand, as Da approache&b a—0), it can be

all temperature at the exit. The total thermal resistance is the
m of the thermal resistance for the flow of the coolant and that
for the conduction through and convection between the fins.

The thermal resistance for the flow of the coolant is responsible
for the temperature rise of the coolant from the inlet to the exit.

shown that From the energy balance this resistance can be expressed as:
) 16(1+C) )
lim Nuy=—-+— (37) 1
Da—0 c 2| 24+ —=
_— 1 mel \JDa
The second limiting case of Ba0 (a«—0) does not mean that the Reow= (39)

- 4
circular tube is filled with fins only. Asr—0, the angle between PiCiQ  piCiAPp emlo
the fins gets very small and the radius becomes very large in orggiereQ, L, andAp are volume flow rate, length of the tube and
to maintain a flow under a fixed pressure drop. This makes theessure difference between upstream and downstream, respec-
flow similar to that between semi-infinite plates separated withtavely. From the definition of the bulk mean temperature the ther-
very small angle. Then the boundary effect of a tube wall and tieal resistance for conduction through and convection between the
temperature difference between the fin and the solid phases ¢ can be represented by
negligible. Hence it is not surprising to see that the Nusselt num-
ber given in Eq(37) matches with the Nusselt number when the Re — 1 _ Tw—Tm (40)
flow is assumed to be Darcian and the fluid is in local thermal i hiArs  Qul(27T,)

equilibrium with the solid. - .
: whereh;s andA; are the heat transfer coefficient between the fin
In order to show influences of Da alon the thermal perfor- d the fluid based on the bulk mean temperature and interfacial

mance of the tube more clearly, the contour map of the over%l ea between the fin and the fluid, respectively. Bec&ygen-
Nusselt number with respect to Da a@ds presented in Fig. 9. des the bulk mean temperature, the results are corrected as

. cl
The overall Nusselt numbers are calculated with the correc;sginted out in the previous section.
!n order to minimize the total thermal resistance, physical prop-

bulk mean temperature. In this figure, Nu increases as either D
C decreases, which results from the increase in the local h%? ies of the fluid, length and radius of the tube, and pressure drop
fe assumed to be given. Also, the maximum pressure difference

transfer coefficient or the decrease in the thermal resistang
:Jhrz)o;c%hat: 2;;%;)\:' gtrig \llglﬁce)rtee}tnhtgr, é\;uD'Z Sggrégslg:é?ﬁﬂig dap'across the tube is given a practical value. With these assumptions,
constant or a€ decreases while Da is held constant. The forszrqs'(gg) and(40) show that the total thermal resistance is now a

. 2 '
is because the fins lose their efficiency as their length increa getion ofe and Da.. Because Daa /12 and the fins are equally
over a certain value, and the latter is because the ratio of Higtiouted, we can find the optimum values of the number of fins

conduction resistance through the fins to the convection resistaﬁ{l?st‘j"’hmh ”;'nltmltzﬁ the tf)tal(}hermeg re(;astatnce. . _
gets smaller. This implies that there is a practical limit in th 0 demonstrate the cost and speed advantage of thé new ana

values of the Darcy number and the effective thermal (:onductivigé:al solutions in optimizing the thermal performance of the

ratio below which the heat transfer performance of the finned tu cular-sectored finned tube, the thermal resistance of the finned
decreases ube is minimized in the following example case using the ana-

lytical solutions obtained from the porous medium model. The
Obtimizati fTh | Perf thermophysical and geometric details of the finned tube, for ex-
ptimization o ermal Ferrormance ample, are listed as follows. The working fluid is water, the ma-
To optimize the thermal performance of the finned tube, therial of fins is aluminum, the length and radius of the tube are 2
total thermal resistance should be minimized. The thermal resis-and 0.1 m, respectively; the pressure drop is 1 kPa. The thermal
tance is the temperature difference of the two points of concemsistance for the flow of coolant is shown in Fig. 10, with respect
per unit heat flux. Minimizing the thermal resistance for the corie the porosity and the number of fins. It is clear that the thermal
dition of constant wall heat flux means minimizing the temperaesistance for fluid flow increases as either the porosity decreases
ture difference between the tube wall temperature at the exit aod the number of fins increases, due to reduction of flow rate
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10 tions in the circular-sectored finned tube quite well. The angle of
the circular sectorr and the effective thermal conductivity rati®
are revealed as parameters which affect the thermal performance
of the finned tube. As either decreases o€ increases, the fluid
ot o008 temperature approaches the solid temperature. In addition, as ei-
06+ ther « or C decreases, the overall Nusselt number of the finned
tube is shown to increase to an asymptotic value.

In order to optimize the thermal performance of the tube with
circular-sectored fins, the total thermal resistance of the finned

0.8+

0.4

o 003002 0.065 tube is expressed as the sum of the resistance for fluid flow and
o2 | |/ — that for the conduction through and convection between the fins.
0.002 . . . .
J O»y 0001 Based on analytical solutions, the total thermal resistance is found
; = : — to be a function of the porosity and the number of fins when

working fluid, material of the fins, length, radius of the tube, and
pressure drop are given. The thermal resistance for fluid flow in-
Fig. 11 Contour map of Ry, (°C/W) creases while the_ resistance for conduction throug_h and convec-
tion between the fins decreases, as either the porosity decreases or
the number of fins increases. This opposing behavior suggests that

there exists an optimum value for the total thermal resistance.
through the tube. On the other hand, the trend of the thermaﬁn the present paper, the thermal performance of a tube with

resistance through the fins is quite opposite to that for fluid flow g, ar-sectored fins is shown to be optimized with ease by mod-
shown in Fig. 11. This plot shows that the thermal resistangg " he finned tubes as a fluid-saturated porous medium. The
through the fins decreases as either the porosity decreases or, us medium approach used here could be utilized in analyzing

number of the fins increases, since the local heat transfer Coeffiiy ontimizing the thermal performance of compact heat exchang-
cient l:_)etween the fin and the fluid Increases. Con_sequently, with complex geometry and various heat sinks used for cool-
opposing behavior of the two thermal resistances illustrates tr? electronic devices

the minimum of the total thermal resistance, which is the sum o
the two thermal resistances, occurs as is shown in Fig. 12. The
minimum value of the thermal resistance for the current exampfcknowledgments

is 0.0229°C/W, where is 0.9 and the number of the fins is 41. The aythors would like to acknowledge Korea Research Foun-

One may think that the optimum value of the total thermal resigtion (Grant KRF-2000-042-E0004or its support of the present
tance is obtained when the porosity is 1, which is a tube witfjok.

zero-thickness fins. The reason the thermal resistance has a mini-

mum value wherz is smaller than 1 can be explained as follows;

the smaller the thickness of the fin becomes as e—1), the Nomenclature

larger the conduction resistance through the fins becomes. This A, = cross-sectional ardan?]

steep increase in the thermal resistance through the fins, as shown a = wetted area per volurmfen 1]

in Fig. 11, overshadows the decrease in the thermal resistance of C = effective thermal conductivity ratigsk /(1 —e)Ks

Number of fins

fluid flow. c; = heat capacity of the fluifi kg *K 1]
Da = Darcy numbera?/12
Conclusion Dy, = hydraulic diametefm]

L _h; = local heat transfer coefficiefitV m—2K ]
In the present paper, heat transfer characteristics in a tube with —

. ! ! ) : h, = overall heat transfer coefficiefitv m=2K 1
circular-sectored fins are studied by modeling the finned tube as a }2 _ permeability,er2a2/12[m?] fv ]
porous medium under a steady laminar forced convection condi- k = thermal con(’:iuctivit){W m iKY
tion. Analytical solutions of both the velocity and the temperature L = length of the tubdm|]
distributions are obtained and validated by comparing these with NU =

. P - u, = local Nusselt number
the exact solution for velocity distributions and the numerical so- _

- 4 . h Nu, = overall Nusselt number
lutions for temperature profiles. The analytical solutions made P = dimensionless pressure
possible by the use of the porous medium model are shown to p = pressurdN m 2]
predict the volume-averaged velocity and temperature distribu- Q = volume flow rate
g, = wall heat flux

R = thermal resistancf C/W]|
r, = radius of the tubém]

0 0028 (4% T = temperaturéK]

spatial deviation of temperature

= bulk mean temperature, defined in Eg8)
bulk mean temperature, defined in EQ9)
dimensionless velocity

velocity [m/s]

= spatial deviation of velocity

V; = averaging volume

0.8+

0.6

A~
2
Cs 3
L | A

0.4+

|

0.08 X = axial coordinate
02_\/ %0-3/05 () = volume averaged value
92 10———"35 symbols
T 40 80 80 100 a = angle of the circular sectdrad]
Number of fins B = angle of the finrad]
& = porosity, a/(a+B)
Fig. 12 Contour map of R (°CI/W) N = dimensionless local heat transfer coefficient
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¢ = angular coordinate
n = dimensionless length/rg
viscosity[kgm ts™!]

My = ! - 3
p;s = density of the fluidkg m =]
6 = dimensionless temperature
Subscript
f = fluid
| = local
m = mean value
o = overall
s = solid
w = wall
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P. A. Jallouk The heat transfer coefficient is inferred from measurements for mercury flowing in a
- A. Jallou channel of cross-section 2 md0 mm with flow velocities from 1 m/s to 4 m/s and heat

M. T. McE fluxes from 192 kW/mto 1.14 MW/rA. Mercury bulk temperatures vary from 67°C to
- 1. Mcree 143°C. Inferred heat transfer coefficients agree with open literature tube data when com-
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Introduction Direct electrical heating of the tube is employed for some data
- . . 12]. The liquid metal also conducts electricity and this compli-
Mercury_and other liquid me.tals offer high saturation temper ates the energy balance for these experiments. In one case the
tures drelr;a}tnr/]e tﬁ w?:er a; S'm”af;. pre?suﬂr]es. qutwd rr?etals al%?(terior of the stainless steel tube is coated with copper to bias the
prg?/l € Ilg er eféll ranster coe 'C'en.ds 3” Wr? erfw €N COMRGactrical current distribution to the high electrical conductivity
rable volumetric flow rates are considered. Therefore, mercuyyierial[13]. This approach also allows the thermocouples placed
and other liquid metals are preferred heat transfer fluids for SOfgR the outside of the tube to be embedded in a high thermal

applications. Some previous heat transfer studies noted degragdgflyyctivity material, which lowers measurement uncertainty as-
heat transfer with liquid metals attributed to incomplete wetting &cjated with the thermocouple placement.

the interface between the fluid and pressure bounfdiafi]. This Indirect electrical heating is also employed in some experi-
concern along with generally wide scatter in the data in the "ter?nents[14—19]. Copper clad tubes are used for some data to fa-
ture motivated this study, which supported design of a liquid megiiitate thermal transport between the heaters and the tube, and to
cury target for a high energy proton bedd-7]. A review of spread the heater energy uniformly over the tube surface. Thermo-
liquid metal heat transfer experiments was performed, and thesguples were embedded in the copper cladding where the tem-
data are presented herein as open literature[@at20]. Much of  perature gradient is modest, which minimizes measurement uncer-
these data were motivated by cooling applications in nuclear nginty associated with the thermocouple placement.
actors. One previous heat transfer experiment was found employThere is one experiment where two narrow rectangular chan-
ing mercury in narrow channel[8]. nels separated by a common wall are used to investigate the heat
Several different techniques have been used in prior studiesttansfer coefficient in mercurf8]. The mercury in one channel
infer the heat transfer coefficient for liquid metals flowing insid@bsorbs the energy transferred from the other channel and the heat
tubes. These techniques were reviewed to ascertain the mosttefasfer coefficient for flow in a narrow channel is inferred from
fective method for accurately inferring the heat transfer coefficieah energy balance on the two fluid flows. Problems in the design
for a liquid metal flowing in a narrow channel. A common techef the test section and continuous difficulty with contaminat-
nique uses fluid flow in an annulus surrounding the tube to pr@mn on the heat transfer surface make the quality of these data
vide heating or cooling. In some cases, the fluid outside the tubegigestionable.
the same as the fluid inside the tuf@10]. Wall temperature  The data from the investigations in the literatfife-19) were
measurements are sometimes provided but uncertainties assegginally used to infer heat transfer coefficient using inconsistent
ated with position and bias due to the thermal balance on tAgsumptions, models, and thermo-physical property sets. These
measurement device make them of little use. Therefore, these @ata were reviewed and presented in a consistent framework by
periments require that a model for the heat transfer coefficient libarsky and Kaufmafi20]. The heat transfer data from the lit-
the annulus be used before the heat transfer in the tube canepiure presented later in this paper use the methods from Lubar-
inferred. Other experiments used forced convection of water, ®i and Kaufman and the combined data vary greatly about the
condensation of water on the outside of the t{ib#. The infer- mMean value. ] ) ]
ence of heat transfer coefficient inside the tube still requires use off he experiment presented herein was designed to provide ac-
a model for the heat transfer in the annulus. However, in md&¢rate heat transfer data for mercury flowing in narrow channels.

cases these models are better validated than those for annular flgi¢ channel examined is heated indirectly, and the heater is sepa-
of the liquid metal. rated from the channel by a layer of copper to spread the heater

energy. The thermocouples that measure the wall temperature are
Contributed by the Heat Transfer Division for publication in tf@BNAL OF positioned in the copper where the temperature gradients are mod-

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 14, 200€St. This approach appears to have produced data of good quality
revision received July 23, 2002. Associate Editor: K. S. Ball. in tests involving tube flows.
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Data presented herein are collected from an electrically-heatedThe system is filled by applying helium overpressure to the
straight test section with flow cross-section 2 by 40 mm. An ummercury in the storage tank. A dip tube, internal to the tank, al-
heated flow development length of 0.2 meters precedes the hedtees mercury to fill the circuit from bottom to top. Pressure is
length of 0.2 meters. Flow velocities from 0.5 to 4.0 m/s wermaintained by the helium overpressure. This design allows all
examined, and the heat flux ranged from 192 kWhm 1.14 mercury to drain into the storage tank if the system must be shut
MW/m2. The fluid bulk temperature ranged from 67 to 143°Cdown quickly. A vent tank is attached at the highest elevation in
Heat transfer coefficients inferred from this data lie within théhe circuit, the top of the heat exchanger. The vent tank is de-
open literature data taken in tubes. The data presented here extsigded to provide a mercury/helium interface that allows gas
previous measurements by testing heat flux values well abowepped to escape. The facility is enclosed by a Plexiglas splash-

those of other tests with liquid metals. guard, and a stainless steel catch pan is located beneath the facility
to capture mercury leaks. An elevation drawing of the system is
The Experimental Facility shown in Fig. 1. The entire facility is enclosed in a negative pres-

] - ) sure room and vented from the building via a stack fan.
A thermal-fluid test facility was designed and constructed at the

Oak Ridge National Laboratory to study the heat transfer charac-Instrumentation and Controls. Two flow measurement de-
teristics of mercury flowing through a narrow rectangular channafices are used in the loop. A Venturi meter is located in the bypass
An electromagnetic circulating pump is used and is capable 6 of the loop, and an electromagne(M) flowmeter is placed
providing 6 kg/s of mercury flow at a pump differential pressurgefore the flow split. By shutting off flow to the test section, the
of 0.25 MPa. The annular flow, linear induction pump was fabrEM flowmeter can be calibrated with the Venturi meter. This con-
cated by the University of Latvia, Institute of Physics, and i§guration also allows flow to be measured in the test section when
equipped with proportional flow rate control. Primary circuit tubthe bypass is used. The range of the EM flowmeter is 0.06-0.5
ing is 316 stainless steel with a 31.8 mm inside diameter and 2.z/& of mercury flow, while the Venturi meter has a range of 0.0-
mm wall thickness. The facility has a design pressure of 1 MPa@b L/s.

150°C. All of the tubing is inclined to allow mercury to drain into Pump suction pressure, pump differential pressure, test section
a storage tank. The circuit design includes a bypass around the {8kt pressure, test section outlet pressure, test section differential
section that allows calibration of an electromagnetic flowmetg@ressure, Venturi differential pressure, storage tank pressure, and
using a venturi meter. Two hand control valves, one located dowent tank pressure are measured on the mercury side of the facil-
stream of the test section and the other in the bypass leg, are uiggdThe heat exchanger outlet pressure is measured on the water
to control the flow between the test section and the bypass. A 1&#e of the facility.

mm 316 stainless steel APl KETEMA heat exchanger with mer- Liquid mercury temperatures are measured at the pump outlet,
cury flowing on the shell side, and water flowing on the tube sidend the test section inlet and outlet using resistance temperature
is used to remove pump power and the power added by the tdstectors. Pump inlet temperature is measured using a chromel-
section heaters. A 50 L storage tank located beneath the faciltjymel thermocouplétype K).

holds the mercury. Mercury used for these experiments is tripleAutomatic controls are used to maintain mercury level and
distilled and was sampled following addition to the facility topressure during operation. Test section inlet temperature is con-
ensure that contaminants were not present. trolled by altering the secondary side water flow rate, and mercury

Level —Vent Tank ———»

Heat Exchanger

[3‘ SLOPE MIN.

7 * I

3 T0 5 SLOPE

[l e Test Section
: — /7/\ Sray. A
- 7y

I
o Jk
10" REF
|
/ 5 SLOPE
’ EM Pump —rb >

30

30 g {

78.75

® Waste Supply \
‘ ) Tank . Tank

19" 13 3/4°—

Fig. 1 Loop elevation (units in inches )
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flow control is performed manually by adjusting EM pump volt- MTHL Copper Heater Plate
age. The data acquisition and control system uses an Azonix 380

. . L . Thermocouple
uDCS Plus interface device along with Intellution FIX software Locations
to store the data. 7
Inlet c D Outlet

Test Operations. Test operations are initiated by pressurizing
the storage tank with the upper level tank vented. The system is
filled to bring the mercury level te-125 mm above the bottom of + _~— Pocketfor miniature heater cable
the upper tank. Pressure and level control systems are placed in e ]

automatic control mode once the mercury reaches the desired 18.7—-—‘ e —
level and the EM pump is brought to the desired pumping rate

————>
e
===

over a period of a few minutes. Next, the test section flow line is 94—
isolated and the bypass line opened so that the EM flowmeter and
Venturi flowmeter operate in series, allowing a calibration of the
EM flow meter. The isolation valve on the test section line is

100.0——==
140.6————=—

opened, and the bypass line isolated to prepare the facility for 181.3
testing. After this the system parameters are adjusted to obtain
flow rates, temperatures, and pressures at the test section inlet, a 200

specified in the test plan.

Fig. 3 Schematic of heater block showing thermocouple
Test Section Description locations (dimensions in mm )
The test section uses a copper heater block brazed to the back
of a flat stainless steel channel wall. The heater is designedtien to the rigid insulation, the entire test section region from the
produce up to 1.2 MW/fat the mercury/stainless steel interfaceinlet mercury temperature measurement location to the outlet tem-
A schematic drawing of the test section is shown in Fig. 2. perature location is insulated.
The flow channel is machined from 316 stainless steel, and has
a_rectangylar mercury flow cross section of 2 mm gap by 40 MMeat Transfer Analysis and Results
wide that is 418 mm long. The mercury flow channel is formed by ) .
machining a slot 40.00 mm wide into a shim plate 2.00 mm thick. The bulk temperature of the mercury is established at each of
This shim plate is sandwiched between two stainless steel chan§ five thermocouple locations in the test section via an energy
plates to form the flow channel and sealed using O-rings. balance on the portlon_of thg test section ex_posed to the heaters.
A 400 mm long by 40 mm wide pocket is machined in the bacRll the heater energy is delivered to _the fluid, and the channel
of the channel plates to reduce the thickness of the channel wall§§an temperature for the heated section upstream of the thermo-
1.27 mm. Two heaters, each comprised of a copper block wigquple is used to establish the thermophysical properties of the
miniature heater cables, are brazed to the two opposing stainlg¥cury in the energy balance. The temperature at the mercury/
steel walls in the downstream 200 mm of the pocket. The heatstainless stegl interface is determined using a one-dimensional
are located in the downstream half of the channel to allow t#¥at conduction model with the measured temperafijfg,s, of
flow to fully develop in the channel prior to the heated zone. the stainless steel outer surface. The stainless steel wall has thick-
The heater blocks were fabricated by the Delta M Corporatid#SStss=1.27 mm. The conductivity of the stainless stégl, is
with 3.2 mm of copper between the heater cables and the stainlg§§d at the local thickness averaged wall temperature value and a
steel. The copper diffuses the thermal energy to produce a unifoliffar temperature profile is assumed in the stainless steel wall.
heat flux at the copper/stainless steel interface. Thermocouples B experimental value of the heat transfer coefficient is then
installed in 0.89 mm grooves machined in the bottom of the cofStablished from,
per plate. The copper heater block with thermocouples installed is 1
brazed as a unit onto the stainless steel channel plate. A diagram
of the heater dimensions and the locations of the thermocouples is
shown in Fig. 3. The junctions of the inconel-sheathed 0.8 mm q” Kss
diameter type K thermocouples are located along the Span-Wigge experimental Nusselt number is calculated using the local

centerline. b}ulk conductivity. Heat transfer results are displayed in Fig. 4

Rigid ceramic plates are installed over the thin-walled region With open literature data for several liquid metals in the back-

the channel plates a'of‘g with a supporting stailnless s.teel baCkﬁ}%und Also shown is a correlation provided by Lubarski and
plate. The plates provide support for the relatively thin wall reKaufmén[ZO]

gions of the channel and have low thermal conductivity. In addi-

@

h . —
experiment Tmeas_ Tbulk_ tss

Nu=0.625 P& 2)

Variation in heat transfer coefficient with exposure time was
e reported after initial wetting in some previous mercury heat trans-
! l fer studies[8]. Exposure time from less than one hour to more
than 450 did not have any measurable effect on the inferred heat
transfer coefficient obtained with the test section.

Uncertainty Analysis

The one-dimensional simulation of the thermal fluid perfor-
mance of the test section used to infer the heat transfer coefficient
from measured values was developed in a spreadsheet. All param-
eters affecting the inference of the heat transfer coefficient are

A resident in the simulation. The uncertainty in the inferred heat
transfer coefficient attributable to the uncertainty in a single pa-
Fig. 2 Electrically heated test section design rameter is evaluated by propagating the uncertainty in the param-
1036 / Vol. 124, DECEMBER 2002 Transactions of the ASME
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Fig. 4 Nusselt number versus Peclet number for various heat transfer studies in liquid metals

eter through the simulation. The change in heat transfer coefficieted computationally. Thermophysical property data for mercury
attributable to the uncertainty in each parameter is calculated Wgre examined21-25 to establish the possible bias for these
perturbing each parameter by its uncertainty and recording tharameter$7].
corresponding change in the inferred heat transfer coefficient. TheSeventeen factors contribute to the uncertainty in the inference
total uncertainty in the heat transfer coefficient is determined lf the heat transfer coefficient, and representative values are
summing absolute values of all these changes. The uncertaintyshiown in Table 1. The terms labeled North Current and South
individual contributions to the inference of the heat transfer c&urrent refer to the current applied to the two sides of the test
efficient is established from the bias and precision of each parasection. This representative case is for a heat transfer inference on
eter. Resistive temperature measurement deviBFD’s) were the South side. For this case, the South Current affects the heat
calibrated using an Omega RTD simulator, Model CL-301. Thigux and bulk temperature while the North Current affects only the
simulator was calibrated to NIST traceable standards. Thermmilk temperature. This effect is seen in the uncertainty values in
couples, pressure measurement devices, and the venturi fleable 1.
meter were also calibrated to NIST standards. The magneticThe variable labeled “Heat Flux Multiple” is a multiplication
flow meter was calibrated using the venturi flow meter. The bidactor applied to the heat flux to account for three dimensional
for those instruments is determined from the calibration standarefects in the test section. Axial conduction and edge effects are
and data. The precision in these measurements is derived frestimated using a three dimensional CFD/conduction analysis.
examination of the temporal history of the measurement with ttf®everal cases are examined using this computational model cov-
system at steady state. The variation in wall thickness betweernng a velocity range of 1 to 4 m/s. The input for the analysis
the flow channel and the thermocouples in the test section wasludes the velocity of the mercury, the inlet mercury tempera-
determined by measurement. Bias associated with using a dunee, and the power supplied to the heaters. The axial heat flux
dimensional analysis for a three dimensional geometry is evaldistribution along the span-wise centerline predicted by the CFD
model for one set of conditions is shown in Fig. 5.
In all cases considered the heat flux predicted by the computa-

) tional model in the relatively flat portions shown in Fig. 5 is
Table 1 Heat transfer uncertainty

Journal of Heat Transfer

T Change in
| Nominat |Preci otal Heat
Heat Transfer Variables Units Value Limit Bias |Uncertainty Transfer Babon — i _im
in Variable Coefficient N-E--
Volts Volts 158.8 0.04% [0.1% 0.11% 0.53% E BA000D0 | — _ —_——
South Current Amps | 383 | 0.03% |0.2%| 0.20% 0.94% =
North Current Amps 38.0 0.02% [0.1% 0.10% 0.03% §
Inlet Temperature c 628 | 052% [04%| 0.66% 2.03% o) BO0000 =4 T ol
Flow Rate s 028 | 0.46% |25%| 2.54% 1.38% :: \
Wall Thickness mm 1.27 0.0% [2.0%| 2.00% 7.15% o 7oo000 [ |
Width of Heat Transfer mm 36 0.0% |0.4% 0.35% 1.51% w — s = —
Length of Heat Transfer mm 200 0.0% |0.1% 0.06% 0.31% 3 :
Channel Width mm 40 0.0% [0.3%| 0.32% 0.00% = TEOOOO [~ =3 3
Small Gap mm 2 0.0% |1.3%| 1.27% 0.00% i
Hg Density kg/m*3 | 13419.9 | 0.01% [0.1%| 0.11% 0.06% = 000D .t _Im
Hg Cp J(C'kg) | 137.7 | 0.01% [0.2%| 0.22% 0.12% Distance (mm)
Hg Thermal Conductivity |W/(m*C)| 9.1 0.05% [17.1%] 17.10% 0.00%
SS Thermal Conductivity [WAm*C)| 152 | 0.04% |1.0%| 1.04% 3.20%
Distance to Thermocouple | _mm 100 | 0.00% |1.0%| 1.00% 0.57% Fig. 5 Three-dimensional computational prediction of heat
Thermocouple c 1614 | 021% [23%| 2.30% 16.21% flux as a function of axial length in the heated part of the
Heat Flux Multiple # 094 | 000% j27%] 266% | 12.66% channel, velocity =3.5 m/s, average flux is 840 kW /m?
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approximately 94 percent of the heat flux calculated in the ond3] Lyon, R. N., 1951, “Liquid Metal Heat-Transfer Coefficients,” Chem. Eng.
dimensional model. Therefore, all the data shown in Figure 4 hav%] Prog.,47, pp. 75-79.
t

. . Siman-Tov, M., et al., 1998, “Thermal-Hydraulics of the Liquid Mercury Tar-
a heat flux multiple of 0.94 applied. Furthermore, the local hea get for the Spallation Neutron Sour¢8NS),” Proc. 2nd Int. Topical Meeting

flux is higher than average at the entrance, and lower than the on Nuclear Applications of Accelerator Technology (AccApp, 98jerican
average at the exit of the heated region in the test section, as Nuclear Society, La Grange Park, IL, pp. 417—427.
shown in Fig. 5. Data obtained from thermocouples located in the5] Jallouk, P. A., et al., 2000, “MTHL Water-Cooled Test Section Report,” Spal-
high or low heat flux regions are omitted from Fig. 4. [6] gl)?en ‘l;l el\ljltrogtsacl)urzcgogsﬁl\-lll'rgl-?l’_ OEﬁskcthiIg;]IEI’ ;Eéte(straight)Test Section
The most significant cc_m_trlbutors to uncertainty in the inference Repo’n’,, Sp’a”aﬁoa Neutron Source TSR-200, Oak Ridge, TN.
of the heat transfer coefficient are the thermocouple measurement) crye, 3. M., et al., 2000, “Mercury Thermal Hydraulic Lo¢MTHL) Final
heat flux reduction due to three dimensional effects, stainless steel Report” Spallation Neutron Source TSR-209, Oak Ridge, TN.
wall thickness, and the stainless steel thermal conductivity. Uncert8] Sineath, H. H., 1949, “Heat Transfer to Mercury—The Asymmetric Case,"
tainty in each of these input values cause uncertainty in the heat] LMyosn “;33',\3" Ulf;‘gsffli’ofr’gg”gg;s:gi;”Okﬁ’z'i”te%m-sfer Theory and Exper
transfer coefficient greater tha.n.3 pgrcent. For the Caseo Study IPP ments with Liquid Metals,” ORNL 361, Tech. Div., Eng. Res. Section, Oak
Table 1, the heat transfer coefficient is 38,483,965 W/(n¥°C). Ridge National Laboratory; Oak Ridge, TN.
This analysis is repeated for two other case studies, and threg) Trefethen, L. M., 1950, “Heat Transfer Properties of Liquid Metals,” NP 1788,
representative error bars are shown with all the data in Fig. 4. The Tech. Info. Service, United States Atomic Energy Commission.
total uncertainty is dominated by bias terms. [11] Elser, D., 1949, “Heat Transfer Measurements with Mercury,” University of
California, Institute of Engineering Research, Berkeley, CA.
: [12] Stromquist, W. K., 1953, “Effect of Wetting on Heat Transfer Characteristics
Conclusions of Liquid Metals,” ORO-93, Tech. Info. Service, United States Atomic Energy
Inferred heat transfer coefficients are consistent with open lit- Commission.
erature tube data. The inferred heat transfer coefficient did n&s] English, D., and Barrett, T., 1950, “Heat Transfer Properties of Mercury,”

change from the initial loading of the facility with mercury to E/R-547, Atomic Energy Research Establishment, Harwell, Berkshire, UK.
g g Yy y [14] Styrikovich, M. A., and Semenovker, I. E., 1940, “Heat Exchange at Very Low

after several hundred hours of operation. This is the first mercury ~ prandt Numbers,” J. Tech. Phys(16), pp. 1324—1330.

heat transfer data reported for narrow channels heated on batls] Seban, R. A., 1950, “Heat Transfer Measurements on Load Bismuth Eutectic
sides. This data was taken with attention to quantification of mea- in Turbulent Pipe Flow,” University of California, Institute of Engineering
surement precision with the expectation that the results would be _Research, Berkeley, CA.

. . - 6] Johnson, H. A., Hartnett, J. P., and Clabaugh, W. J., 1951, “Heat Transfer to
used to develop models for use in the design of a liquid mercurg} Molten Lead-Bismuth Eutectic in Turbulent Pipe Flow,” final report, Univer-

target for a high e_ner_gy_prown beam. Much OT the existing data sity of California, Institute of Engineering Research, Berkeley, CA.
for heat transfer in liquid metals was taken in the 1950s angi7] Johnson, H. A., Hartnett, J. P., and Clabaugh, W. J., 1953, “Heat Transfer to
1960s, and the measurement precision for those data is not well Molten Lead-Bismuth Eutectic in Turbulent Pipe Flow,” Trans. ASME(6),

characterized. pp. 1191-1198. _
[18] Isakoff, S. E., 1952, “Heat and Momentum Transfer in Turbulent Flow of

Mercury,” Ph. D. thesis, Columbia University, New York.
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Unsteady Heat Transfer Analysis
of an Impinging Jet

Unsteady heat transfer caused by a confined impinging jet is studied using direct numeri-
cal simulation (DNS). The time-dependent compressible Navier-Stokes equations are
solved using high-order numerical schemes together with high-fidelity numerical bound-
ary conditions. A sixth-order compact finite difference scheme is employed for spatial
discretization while a third-order explicit Runge-Kutta method is adopted for temporal
Yongmann M Chung‘ integration. Extensivz_e spatial _and temp0|_ral res_olution tests have been performed to en-
N sure accurate numerical solutions. The simulations cover several Reynolds numbers and
two nozzle-to-plate distances. The instantaneous flow fields and heat transfer distributions
Kai H. Luo are found to be highly _unsteady and osc_illatory_ in nature, even at relatively low Reynolds
' numbers. The fluctuation of the stagnation or impingement Nusselt number, for example,
can be as high as 20 percent of the time-mean value. The correlation between the vortex
structures and the unsteady heat transfer is carefully examined. It is shown that the
fluctuations in the stagnation heat transfer are mainly caused by impingement of the
primary vortices originating from the jet nozzle exit. The quasi-periodic nature of the
generation of the primary vortices due to the Kelvin-Helmholtz instability is behind the
nearly periodic fluctuation in impingement heat transfer, although more chaotic and non-
linear fluctuations are observed with increasing Reynolds numbers. The Nusselt number
distribution away from the impingement point, on the other hand, is influenced by the
secondary vortices which arise due to the interaction between the primary vortices and
the wall jets. The unsteady vortex separation from the wall in the higher Reynolds number
cases leads to a local minimum and a secondary maximum in the Nusselt number distri-
bution. These are due to the changes in the thermal layer thickness accompanying the
unsteady flow structure$DOI: 10.1115/1.1469522

e-mail: Y.M.Chung@warwick.ac.uk
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Keywords: Computational, Heat Transfer, Impingment, Laminar, Unsteady

1 Introduction ment heat transfer is also strongly time dependent. However, most
Impinging jets have been used in a variety of practical en ?_tudies to date havg focused on thg time-mean heat transfer. The
! R ! enghn teady characteristics of the impingement heat transfer are not
neernng appllcatlon§ to enhance heat. transfer due to the high l‘g fully understood. Only a few studies are available in the lit-
heat transfer cpefflment. Examples mcluqle quench|r_lg of met Fature[9,10]. The unsteady heat transfer in an excited circular
and glass, coollng of turbine-blades, cooling an_d drying of papﬁ'ﬁpinging jet was investigated by Liu and Sullivdt0]. They
and. other materials, and more recgntly .coollng Of. el.ectr.onfgund that enhancement and reduction of the local heat transfer
equipment[1,2,3,4]. A survey of configurations used in jet imyyere rejated to changes in the flow structure when an impinging
pingement heat transfer studies is available in ViskdBa A ot \yas forced at different frequencies. It is important, therefore, to
great number of studies have dealt with the heat transfer enhanGggerstand the unsteady heat transfer characteristics associated
ment due to impinging jets and extensive reviews have been pgin the coherent flow structure.
vided by Martin[1], Jambunathan et 42], and Viskantd3]. The In the present study, direct numerical simulatighNS) of a
effects on the impingement heat transfer of several parametgghfined impinging jet at low Reynolds numbers are performed to
such as the jet Reynolds number, nozzle-to-plate distance, nozgigy the unsteady impingement heat transfer. The DNS approach
geometry, roughness of the impinging wall have been investk chosen because of its ability to capture unsteady vortex behav-
gated. S ) o ior and to resolve different time and length scal&é%,12]. The
~ Itis known from flow visualization studief5] that impinging  unsteady compressible Navier-Stokes equations are solved in this
jet flows are very unsteady and complicated. The unsteadinesssgfdy. A high-order finite difference method is used with accurate
the flow originates inherently from the primary vortices emanatingon-reflecting boundary conditions. The instantaneous flow fields
from the nozzle of the jet caused by the shear layer instability 8 an impinging jet are examined to investigate the effect of the
a Kelvin-Helmholtz type. These primary vortices dominate theoherent vortical structures on the unsteady impingement heat
impinging jet flow as they approach the wall. Large-scale cohereénsfer. Unlike previous studie,8,10] where the flow was
structures are found to play a dominant role in momentum transfefced at a particular frequency to obtain periodic flow structures,
of the impinging jet[5,6,7,8]. After the primary vortices deflecta natural unforced impinging jet flow is considered in this study.
from the wall, they convect along the impinging wall, and un-
steady separation may occur. The time dependent separation of the
wall jet part of an impinging jet was investigated experimentally

by Didden and Hd7]. .
Due to the highly unsteady flow characteristics, the impingg- Numerical Method
2.1 Governing Equations. For a compressible viscous

ICurrent address: Fluid Dynamics Research Center, Department of Engineerifigw, the governing equationdhe unsteady continuity equation,

University of Warwick, Coventry CV4 7AL, U.K. iar . . 3 R
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF Navier-Stokes equations, and energy equatm be written in

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 1djondimensional form using the conservative variables
2001; revision received November 6, 2001. Associate Editor: K. S. Ball. (p,pu; ,Eq,pf) [11,12]:
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ap  dpu, extrapolation whileD can be evaluated directly. The conservative

i vaialU (1)  variablesU are related to the primitive variablés=(p,u; ,p.f)
! as follows:
JdpU;  dpUu,u; d JTi; ~
E T a i @) N _pl 11
j j i ot ot (11)

&ET+ JETU; apu;  dq; anTij

at = oax ax ax a% ©) gF U

apf apfu, 1 o | of Moo
T axi “Re Scox; M x| (4) i._)sinfg the primitive variableb, we transform Eq(10) into primi-
ive form,

wherep is the densityy; are the velocity components i direc-

tions, p is the thermodynamic pressure; is the shear stress Ju 90

tensor,g; is the heat flux vector, anflis the scalar variablé is o Al Ev D. (13)
the total energy density (internakinetic): !

(12)

1 whereA'=P~1Q, D=P~!D. Using a similarity transformation,
Er=p|e+ zuiui), (5) AI=SAS ', Eq.(13) gives
where e is the internal energy per unit maspe=p/(y—1)), a0 . 00 _
assuming the ideal-gas law. - tSAS —=D. (14)
I

In this study, all the flow variables are nondimensionalised with
respect to values in the jepf ,U% ,T¥ ,u%) and the jet width If we define a vector as

D*. ~
10U
P* ui* e* p* L=AS K‘ (15)
p="%, U=gw, €= w2y P= %z '
U U U
Pe ¢ ¢ Pe™e Eqg. (15) may be written as
The superscript® represents a dimensional quantity and the sub- ~
scriptc the jet centreline value. ol
Constitutive relations for the shear stress tengoand the heat =t SL=D. (16)
flux vectorq; are given by
Finally, at boundaries Eq10) can be written as
4 o5,- 5 5ka) ©)
i T Re 173 gx, i) U .
€ 3  4PSL=D. a7
ot
— M aT
9= 5 =1)MZPrRedx’ () b5, and. are given in Appendix fox andy directions. At the

inflow boundary, the nonreflecting boundary condition of Poinsot
and Lele[15]is implemented, allowing the density to change in
time. At the lateral exit, Thompson[44] nonreflecting boundary
a; ,9uj) condition is applied. For more details, refer to the papers by

where, the viscosityu is assumed to follow a power lavy
=TO7%for air. The strain rate; is defined by

1

Si :E( o, %
Here, Re is the Reynolds number, M is the Mach number, Pr is the2'3 Numerical Techniques. For spafial discretization, a

Pranc number, SC s e Schmid umer,snth ratoof e [T rCer Tnte feence compact scheme o L6l
specific heats. The Reynolds number is defined by ) P

- . . - . . . Implemented at the boundary. The spatially discretized governing

=U;D*/i; , whereU¢ is the jet centerline velocity. equations are advanced in time explicitly with a low storage third-
2.2 Boundary Conditions. The mean velocity profile at the order Runge-Kutta methdd 7]. Eq.(10) can be rewritten as

inflow is a top-hat profile with smooth edges. A hyperbolic tan-

(8) Thompson14]and Poinsot and Lelgl5].

gent profile is usedl11,12,13]: ﬂ —E (18)
ot
1 0.5—|x|
U=5]|(UctUa)+(Uc—Ua)tanh —-—1 1, (9) At each sub-step) is updated as follows:
where 6 is the inflow momentum thickness andl, is the jet U= a AtEX 1+ VT (19)
center-line velocity. The co-flow velocity , is chosen to be zero K kel o k1
in this study. At the impinging wall the no-slip conditions are VE=BAET S+ VI, (20)
imposed and the wall temperature is constant. Nonreflectigghere
boundary conditions are used at the inflow and lateral exit bound-
aries[14,15]. a1=2/3, a,=5/12, a3=3/5,
Egs.(1)—(4) can be written in a vector using the conservative
variablesU= (p,pu; ,E1,pf ). B1=1/4, B,=3/20, PB3=3/5.
o oF At the beginning of each time step)®=V°. For more details,
-t % D, (10)  refer to Sandham and Reynoli3], Luo and Sandhaiii1], and

, Jiang and Luo[12]. After both flow and thermal fields have
where,dF'/ 9x; are the Euler derivatives in the direction and no reached a quasi-steady state, the averages over time were taken
summation law is applied. Derivatives in other directions, includer several periods. For the definition of the period, refer to the
ing viscous terms are included i At boundariesgF'/dx; needs next section.
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D Table 2 Test cases parameters of impinging jet simulations

Confinement Plate Case Re L, L, mesh sizes

I/ A Case 1 300 10 10 2562

Case 2 500 10 10 300?

Potential Core

Case 3 1000 10 10 3842

Case 4 300 8 4 2562

Impingement Plate Case 5 500 8 4 2562
A Case 6 1000 8 4 2562
I: Lx =I

Fig. 1 Impinging slot jet configuration

where
_(r 1 luf ol
3 Results and Discussion De=mc ax Tay) Tl ax T ay) (24)
Figure 1 shows an impinging slot jet configuration together -2 1 1
with the definition of the relevant coordinates. The jet comes from D =—— '“2 —+ _2) ’ (25)
the top and the impinging wall is located wt=0. A Cartesian # (y=1)M“Re PriAx* = Ay

coordinate system centred at the time-mean stagnation pointqsed on numerical stability analysis. The theoretical value for
the impinging wall is usedx is the direction parallel to the im- stapjlity is CFL=v3. But numerical tests indicate that the crite-
pinging wall, andy_ls the negative jet direction. The correspondyion can be relaxed and in practicFL numbers up to 4 have
ing lateral and axial velocities ane andv. The computational peen used to give stable solutions. In this st@L =3 is used.
ggrr]rgiitlir; nsslzgrgf I’Ier])tteLeSSe:[dIEi; I{ﬁ/ez’ls_iﬁqzl}l’atailgr? [%ilﬁﬁ.la?(;?smsgy pe}he time steps used in the present study are very small. For ex-
: mple,At for Re=500 is about 1.0%0 °D/U.. With this time
formed at three Reynolds numbers=R#h0, 500, and 1000. The gte, one period of the oscillating primary vortex is calculated by
physical constants used in this study are given in Table 1.~ 555t 5000 time steps. The time histories of wall temperatures
A grid refinement study was performed until more grid points, o\ identical results to those using half of the time steps.
do not cause any significant differences in the result. A hyperbolic gjyjations with two values for the nozzle-to-plate distance

sine function, sinh, is also used to give local grid refinement in ﬂlﬁy/D:4 and 10)are performed. It is known that the extent of

wall layer. the potential core is 4—8 jet widths for slot nozzIlg,25].
sinh(b, &) L,/D=10 is chosen to analyze the fully developed jet impinge-
X(€)= wa, —1sé<1, (21) ment case antl, /D=4 is for the under-developed jet impinge-
x ment case. The numerical parameters used in the present study are
sinh(b, 77) summarized in Table 2.

y( 71)=Lyw, 0=<7y=<1, (22) The numerical predictionéCase 2)are compared with the ex-

y perimental data of Sparrow and Wofg6]. Sparrow and Wong
whereb, andb, are grid control parameters. A computational grid1975)used the naphthalene sublimation technique to measure the
up to 384>384 is used in the simulation. The spatial grid used imass transfer. The mass transfer results were converted to heat
this study is very fine and the differences in mean quantities aransfer coefficients by employing a heat-mass transfer analogy.
less than 1 percent from the results using 50 percent more gfile Reynolds number of the experiment is=Ré&0. Figure 2
points in each direction. It is noted that the grid points used in thiiows good agreement in the impingement region.
study are much larger than those used in previous numerical stud: - . .
ies[19,20,21,22,23]. In those studies, symmetric boundary condi->-1 Heat Transfer Coefficient. Figure 3 shows an instanta-
tions were applied about the jet axis and the jet stagnation po ous scalar f_|eld_ Of_ the impinging Jet flai@ase 2). I'n this simu- .
was fixed. ation, no forcing is imposed at the inflow and the jet develops in

Effects of the temporal resolutions are investigated by Succé@t_nf(l:ose%symmetrlc?(mc_)de near the Jett _n?zzls. Al eg‘ol?o’ tTﬁ
sively halving the time step. The time step is calculated by Jet Tow has a wea smuou@symme ficymode as well as the
varicose mode and the instantaneous jet stagnation point moves a

CFL little around the time-mean stagnation point=(0). At higher
At=5—5— (23)  Reynolds numbers, the jet flow becomes three-dimensional and
e Tk turbulent before impinging on the wall. In this study, the Reynolds
numbers are restricted to a low Reynolds number regime, where
Table 1 Physical constants used in this study. Here, 0is the two dimensionality is valid. The primary vortices emanating from

the jet shear layer are clearly seen, which is the characteristic of
unsteady jet flow. As the flow is deflected from the impinging
wall, a wall jet is developed. The wall jet separates due to the

inflow momentum thickness of the jet.

Pr M Sc ~ 6/D T, /T, interaction with the primary vortices and the impinging wall, and
as a result, secondary vortices are formed. The interaction of the
1.0 03 10 14 0.05 195 primary vortices with the wall shear layer gives rise to unsteady

vortical motions.
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Fig. 2 Comparison with experimental data at Re  =500. Sym- - (b)
bols are the experimental data of Sparrow and Wong [26] at |
Re=450.

0.9

Temperatures very close to the impinging wall are monitored to 50 85:_ R PETA R

understand the characteristics of the unsteady heat transfer of ar B[ SN N N e ST

impinging jet. Figure 4 shows the time history of the temperature
at y=~0.02 at several locations along the impinging wall for
L,/D=10. As the first primary vortices emanating from the jet
shear layer approach the wall, they cause a rapid change in tem-
perature near the stagnation point. In Fig. 4, a sudden increase in
temperature ax=0 is seen at about=16 for all three Reynolds
numbers. It does not appear that the propagation speed of the
start-up vortex is a strong function of the Reynolds number. After
the primary vortices impinge the wall, the jet flow changes the
flow direction and the primary vortices progress downstream
along the wall. The temperature increase caused by the moving
primary vortices becomes smaller as the flow goes downstream
further due to the continuous mixing with the surrounding fluid.
After an early transient period Qt<25), the temperatures
show unsteady and oscillating behavior. The fluctuations in the
temperature increase with the Reynolds number and at5R6é
the oscillating behavior of the temperature is already clearly seen

7 i /r WA W XY
0.8 e fa0
[ L n 1 n I i L L I " I n 1 i L L L
0.750 20 40 60 80
t
0.95

0.9}

085}

at all measuring locations. This is due to the direct influence of the ok
coherent vortical structures of the impinging jet shown in Fig. 3.

The unsteady temperature distributions show that the heat transfer
characteristics at Re500 are sufficiently coherent and repeatable P L] N S T

although the behavior is not perfectly periodic. It is found that in o 20 40 60 80

10

> 5

Fig. 3

Primary vortex

Secondary vortex

Instantaneous scalar field of the impinging jet flow

1042 / Vol. 124, DECEMBER 2002

Fig. 4 Time history of temperature  (at y=~0.02) at several loca-
tions on the impinging wall for L, /D=10: (a) Re=300, (b) 500,
and (c) 1000.

the present study the dominant frequency corresponds to a Strou-
hal number of St9.2, based otJ, andD. This value falls within

the range of other experimentgd,27] and numerical 8,28] re-
sults.

Some effects of the Reynolds number are found in Fig. 4. For a
lower Reynolds number (Re300), the unsteadiness of the tem-
perature data is reduced substantially, mainly due to the weakness
of the vortex formation in the jet shear layer. It is not surprising
because at a low Reynolds number the viscous effects usually
weaken the shear layer instability. The vortex formation is not
completely suppressed but the weak vortices make the interaction
with the impinging wall much weaker. As the Reynolds number
increases, the temperature data become irregular-aflBe0 due
to nonlinear effects, although the effects of large coherent struc-
tures are still discernible.

The time history of the temperature fay /D=4 is shown in
Fig. 5. The overall features of the instantaneous temperatures in
theL, /D=4 case are quite similar to those in thg/D = 10 case,
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L () Fig. 6 Nusselt number distributions along the impinging wall
for (L,/D=10): (a) time-mean Nusselt number, and  (b) fluctu-
ating Nusselt number.
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& ;‘rf' YR all three Reynolds numbers. The stagnation Nusselt number in-
SR O creases as the Reynolds number and the present data can be well
0.8 correlated by the relation Ny~ Re”*8 This is very close to the
- dependence of the stagnation Nusselt number predicted by a lami-
nar boundary-layer theory, Ny~ Re&S. Sparrow and Won{26]
! found their data correlated with Ny~ R€”>! using the naphtha-
0.75 — 2'0 — 4'0 — &0 lene sublimation technique. The quasi-laminar correlatiog;jlu
0 ¢ ~Ré&5 was also observed by Lytle and Wef#9], although the
Reynolds numbers in their experiments were much higher.
Fig. 5 Time history of temperature ~ (at y=#0.01) at several loca- For higher Reynolds numbers (R600 and 1000), the Nusselt
tions on the impinging wall for L ,/D=4: (a) Re=300, (b) 500, number is maximal in the stagnation region. Away from the stag-
and (c) 1000. nation region it decreases to a local minimum and then goes

through a secondary maximum peak. The secondary maximum in
Nusselt number has been observed in many experiments. How-
) . . ) _ever, there is no consensus among researchers on what causes the
although unsteadiness is stronger in the latter case. Sied is  gecondary maximum. The disagreement concerning the formation
shorter than the extent of the potential cf2&,25], the primary of the secondary maximum is found in the review paper of Vis-
vortices cannot develop fully in this case. The weak primary VOganta[3]. It has been attributed to either a transition from a lami-
tices result in less vigorous unsteady heat transfer characterisjigs 1o turbulent boundary layer in the wall jet regi89,31]or a
due to the weaker interaction with the wall shear layer. As far @sqial increase in turbulent kinetic enerf®9,32]. In a visualiza-
the unsteady heat transfer characteristics are concerned,.thge re%@Fﬁstudy, Popiel and Trag§] suggested that the secondary vor-
for the two values of the nozzle-to-plate distance are similar {Q.e5 could be responsible for the local heat transfer enhancement
each other. Here, most results are from the case WitD =10.  5nq for the secondary maximum in local Nusselt number. Re-
_The time-averaged Nusselt number distributions along the iganty, Meola et al[33] argued that the vortices emanating from
pinging wall are shown in Fig. 6 for, /D =10. Nusselt number he jet nozzle are responsible for the secondary Nusselt number
is defined as maximum rather than a flow transition to turbulence. The Rey-
D dT nolds number of their experiments is from 10,000 to 173,000. In
AT v’ (26) the present study, the Reynolds number is restricted to low values
y due to the relevant applications for electronics cooling, and the
whereAT is the temperature differenc&{—T,,). The fluctuating stagnation point is laminar, as revealed by the Nt Ré&S pro-
part of the instantaneous Nusselt number is also shown. The typortionality. In such low-Reynolds number flows, where a flow
cal bell-shaped profiles are obtained near the stagnation point fiansition to turbulence is not expected to play an important role,

Nu
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Fig. 7 Instantaneous Nusselt number along the impinging wall Fig. 8 Instantaneous Nusselt number along the impinging wall

for Re=300 (Case 1): (a) temperature-decreasing phase (47.34  for Re=500 (Case 2): (a) temperature-decreasing phase (34.66
=<(=<50.32), and (b) increasing phase (50.32<t=<54.15). Time  <t=<38.06), and (b) increasing phase (38.06<t=<41.38). Time
increment between each line is 0.467. increment between each line is 0.326.

th d . in N it ber i idered from the stagnation point increases. The maximum heat transfer is
€ iecofnthar)é_mai(l_mtum 'tr.' usfstﬁ nur|r|1 e_trhlfhcor\SIterg 3%ofind at the stagnation point at all time instants as expected, al-
results of the direct interaction ot thé wall with the unsteady prig, g1 the absolute value is modulating substantially. It is inter-

mary vortices. We will revisit this point later in the next Sectlonesting that the instantaneous Nusselt number distributions for Re
The unsteadiness of the impingement heat transfer characteg%

L = . ; 00 show a secondary local maximum during the temperature-
tics is clearly seen in Fig.(6), which shows the fluctuating part inncreasing phaséFig. Y{a)). Note that the tim%-mean ﬁusselt

the unsteady Nusselt number. Hefu is defined as the maxi- ,;mper for this Reynolds number decreases monotonically along

mum difference in instantaneous Nusselt numberxati.e. PO ; ; ;
. . ' . the impinging wall without having a secondary maximysee
ANU(X) = NUmaX) =Nupin(X). Interestingly, the fluctuating part of g 6(a)). At Re=500, the strong unsteadiness of the heat trans-

the instantaneous Nusselt number is very large. Even at the low, is clearly seen. During the temperature-decreasing phase

Reynolds number (Re300) the fluctuating part of the Nusseltshown in Fig. 8&), the location for the local minimum moves

number is substantial compared to the time-mean Nusselt numigl, qream and the magnitude of the local minimum decreases in
which amounts to about 20 percent of the mean value. The

Yihe. This is because the thermal boundary layer becomes thicker

selt number has a local minimum. Reynolds number increases (RE000), the instantaneous Nus-

_To understand the unsteady heat transfer c_har_actt_aristics S_h% number distributions become more irregular as shown in Fig.
in Fig. 6, the instantaneous Nusselt number distributions durlngga The loss of symmetry is expected as Re is increased but it
typical period are analyzed. Since the temperature variation do?émains small at Re=1000. There is only a 0.5 percent of asym-

not have a perfect periodicity as shown in Fig. 4, the time durati trv for Re=500 and a 2 percent of asymmetry for-R800
between two consecutive local maxima of the stagnation Nusse%e y P sy y ’

number is considered asperiodin this analysis. The half of the 3.2 Unsteady Flow Field. To investigate the unsteady im-
period between a local maximum to a local minimum is referrggingement heat transfer, the flow field of RB0O is analyzed in

to as the temperature-decreasing phase and the other half betwaere detailCase 2). The Re=500 case is chosen since the instan-
a local minimum to the next local maximum is referred to as thineous Nusselt number has a very strong periodicity as shown in
temperature-increasing phase. Figures 7, 8, and 9 show the insféig- 4(b). Figure 10 shows the time history of the instantaneous
taneous Nusselt number distributions along the impinging wallusselt number at the stagnation point, s\t The periodicity,
during one typical period for the three Reynolds numbers, respeehich corresponds to §t0.2, is discernible. The fluctuation part
tively. The beginning and the end of the period is indicated in thef Nu amounts to almost 40 percent of the time-mean value. The
caption of each figure. instantaneous Nusselt number has local maxime=84.66 and

The heat transfer coefficient generally decreases as the dista#ite38 and a local minimum at= 38.06.
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Fig. 9 Instantaneous Nusselt number along the impinging wall

for Re=1000 (Case 3): (a) temperature-decreasing phase
(32.00=<t=36.32), and (b) increasing phase (36.32<t=<40.65).
Time increment between each line is 0.480.

Table 3 Data at several time instants marked in Fig. 10.  x, and
y, are the location of the primary vortex (PV), and w, is the
strength of the primary vortex.

t Nugag Ty Yo Wy
P1 34.263 17336 1.25 0.83 1.92
P2 35.506 16.055 178 0.79 1.90
P3 36.931 13.562 2.34 0.87 1.82
P4 38.254 13.010 2.82 0.98 1.78
P5 39.561 14.472 3.28 1.10 1.75
P6 40.857 17.220 3.67 1.15 1.73

Figure 11 shows the temperature and vorticity contour lines at
four time instants marked in Fig. 10. Due to the strong symmetry
(see Fig. 8), only one half of the flow field is shown without any
loss of information or accuracy of comparison. The primary vor-
tices close to the impinging wall are denoted by PV in the figure,
where NV represents the next primary vortices emanating from
the jet shear layer. The secondary vortices are indicated by SV in
the lower part of Fig. 11. As can be seen in Fig. d).(the pri-
mary vortex PV locates very close to the wall at P1. The proxim-
ity of the strong primary vortex results in a thin shear layer and
consequently a thin thermal boundary layer along the walte
Pr=1.0).

As the primary vortex PV moves downstream, the temperature
near the stagnation point decreases due to the thickening of the
thermal boundary layer. The vorticity contour lines during the
temperature-decreasing phase are displayed in Fitp).1As the

To scrutinize the unsteady nature of the impingement heatimary vortex PV progresses downstream, the location of the
transfer shown in Fig. 10, we examine the flow pattern and tigimary vorticesy, , increases slightly indicating a thickening of
temperature field together at several time instants. Time instatite thermal boundary layer downstream along the impinging wall
are marked as the open circle in Fig. 10 and summarized in Tapfg. This feature is responsible for the decrease in the local mini-
3. P1 represents the time instant when the instantaneous Nusselm Nusselt number during the temperature-decreasing phase
number at the stagnation point has a local maximum, P2 and &%bwn in Fig. 8(a). The passage of the primary vortex PV is
correspond to the temperature-decreasing phase, P4 represeniggociated with a vorticity maximum at the impinging wall. The
the local minimum of the instantaneous stagnation Nusselt nuinteraction of the primary vortex PV with the shear layer results in
ber, and P5 and P6 correspond to the temperature-increasingecondary vortex near the wall at the later stage of the

phase.

20

T SN TS S S
1020 30 40 50

t
Fig. 10 Time history of the instantaneous stagnation Nusselt

number for Re=500. Open circles indicate the time instants
examined in Fig. 11.

Journal of Heat Transfer

temperature-decreasing phase at P3. The primary and secondary
vortices are counter-rotating.

As the primary vortex PV moves further downstream while the
new primary vortex NV is yet to affect the dynamics near the
impinging wall directly, the stagnation Nusselt number keeps de-
creasing. Figure 11(shows the temperature and vorticity contour
lines at P4 corresponding to a local minimum of the stagnation
Nusselt number. The formation of the secondary vortex SV is
clearly seen ak=3. The secondary vortex SV is detached from
the wall and results in unsteady separation. The unsteady separa-
tion region moves downstream together with the primary vortex
PV. Upstream of the unsteady separation region, the instantaneous
Nusselt number has a local minimum, as seen in Fig. 8. A second-
ary maximum in instantaneous Nusselt number was observed in
the separation region. The role played by the unsteady separation
in the impingement heat transfer is examined in more detail in
Fig. 12.

As the new primary vortex NV approaches the wall, the stag-
nation Nusselt number begins to increase again. The vorticity con-
tour lines during the temperature-increasing phase are displayed in
Fig. 11(d). The primary vortex PV is located far from the stagna-
tion point and has little influence on the heat transfer near the
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Fig. 11 Temperature (left) and vorticity (right) contour lines at several time instants for Re  =500: at (a) P1,
(b) P2, (c) P4, (d) P5.

stagnation region. The influence from the new primary vortex N¥ansfer. This engulfing motion is responsible for the secondary
is, however, increasing as it approaches the wall. maximum in the Nusselt number distributions observed in Fig. 8.
The location and the strength of the primary vortex PV are
summarized in Table 3. The location of the primary vortex showzf C luding R K
a characteristid/-shape[7]. The strength of the vortex is weak- oncluding kemarks
ened during the period due to the viscous effects but the decrease&lnsteady heat transfer characteristics of an impinging jet flow
is only 10 percent of the strength. It is found that the modulatidmave been studied numerically. The instantaneous Nusselt number
of the instantaneous Nusselt number is attributed to the dynamiwss very strong fluctuations and this unsteadiness increases with
of the primary vortices emanating from the jet shear layer as wdficreasing Reynolds number. Detailed analysis of the instanta-
as the strength of the vortices. neous flow field and heat transfer characteristics has been per-
The enlarged picture of the temperature field and velocity veformed. It is found that the unsteady heat transfer characteristics
tor plots at P5 are shown in Fig. 12. Beneath the primary vortexase strongly correlated with the vortex dynamics of the jet flow.
clearly seen an unsteady separation region centred=dt2, y The oscillating behavior of the impingement heat transfer is
=0.14. The thermal boundary layer becomes thick upstream adused directly by the primary vortices moving towards the im-
the unsteady separation region and the instantaneous Nusselt npimging wall. Unsteady separation also plays an important role in
ber has a local minimum at= 3.4 as shown in Fig. 12). This is the impingement heat transfer. Unsteady separation induces a sec-
consistent with the instantaneous Nusselt number distributioosdary maximum and a local minimum of the instantaneous heat
shown in Fig. 8(b). It is found that the leg of the secondary vortexansfer along the impinging wall. The instantaneous Nusselt num-
corresponds to the location for the local minimum Nusselt numbber has a local minimum upstream of the unsteady separation
(see Fig. 11(d)). Around the head of the secondary vortex, thereégion due to the thickened thermal boundary layer. A secondary
a strong engulfing motion, which causes an increase in the he@ximum in the instantaneous Nusselt number is observed in the
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= heat transfer coefficienh= (k/AT)(dT/dy)

: h
_ k = thermal conductivity

0.8 0.9 1 L, = domain size inx direction

3 L, = domain size iry direction
(a) M = Mach number

Nu = Nusselt number, NuxD/k

p = static pressure

Pr = Prandtl number

g; = heat flux vector

Re = Reynolds number, ReU.D/v
S; = strain rate §;=0.5(9u; /dx;+ du; /9x;)
St = Strouhal numberSt=fD/U,
T = temperature

u; = velocity components
U, = co-flow velocity

U. = jet centreline velocity

x = lateral coordinate

y = normal to the wall coordinate

Greek Symbols
v = ratio of the specific heat

6 = inflow momentum thickness
p = dynamic viscosity
v = kinematic viscosity
p = density

3 mj = shear stress tensor

= Nl SRS ® = vorticity, o=dv/dx—du/dy
: Subscripts

c = jet centreline value

stag = stagnation point
v = primary vortices
w = wall value

\\\\W------,
AN e emeee
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Appendix

T ‘A diagonalizing similarity transformation may be generated for
A' by forming the matrixS such that its columns are the right
eigenvectors; of A', and its invers&™*, whose rows are the left

+

eigenvectord; . The similarity transformation is then

AlI=SAS 27)
02 where A is the diagonal matrix of eigenvalued;;=0 fori#j,
Aij:)\i for |:]
1 0 O 0 0
Fig. 12 Instantaneous flow and temperature field at P5:
(a) temperature contour lines, and  (b) vector plot. u p 0 0 0
v 0O p O 0 0
separation region. The secondary maximum is attributed to the P= w 0 0 » 0 0
engulfing motion around the secondary vortex, which reduces the 1, 5 0, 1
thickness of the thermal boundary layer. SUHvsHws) pu pv pwW P 0
f 0 O 0 0 »p
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Ls=\ i + ou 32
5= As| oo PC& ) (32)
Le=\ ot 33
6=Ne (33)
where\[, the eigenvalues oA*, are given by
A{=U—C, Ap=A3=N4=Ag=U, Ag=U+C. (34)
1 1 0 0 1 0
22 2¢?
1 1
-— 0 0 0 — ©
2pcC 2pcC
= 0 0 1 0 0
0 0 1 0 O
1 1
- 0O 00 - O
2 2
0 0O 0 0 o
B In the y-Direction. The L}’s are given by:
Limng| Py 35
1= Gy pcC ay)’ (35)
Lo=\ ou 36
2= N7 (36)
dp Ip
= 2 2 _ &
N
L4=\ i 38
a=Nages (38)
Lomne| P pc 2 39
5= Ns| Gy pc ay (39)
Le=\ of 40
6 651 ( )
where)\?, the eigenvalues oAY, are given by
)\1:U_C, )\2:)\3:)\4:)\620, )\5:U+C. (41)
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Simulation of Laminar Slot Jets
Himadri Chattopadivay § [mpinging on a Moving Surface

PEHT Group,
Central Mechanical Engineering Research
Institute, Laminar flow and heat transfer on a moving surface due to a bank of impinging slot jets
Durgapur-713 209, India have been numerically investigated. Two types of jet, namely axial and knife-jet with an
e-mail: chimadri@hotmail.com exit angle of 60 deg were considered. The surface velocity up to two times the jet velocity
at the nozzle exit was imposed on the impinging surface. It has been observed that while
Suioy K. Saha with increasing velocity of the impinging surface, the total heat transfer reduces; the
Dept. of Mechanical Engineering, distribution pattern becomes more uniform. For the same amount of mass and momentum
Bengal Engineering College, flux at the nozzle exit, heat transfer from the axial jet is considerably higher than that from
Howrah-711 103, India the vectored jets at all surface velocities considered. It was found that the local heat
e-mail: sujoy_k_saha@nhotmail.com transfer over the surface for the case of the axial jet and the knife-jet scales with Re

and R&°® respectively. [DOI: 10.1115/1.1501089

Keywords: Forced Convection, Heat Transfer, Impingement, Jets, Laminar, Modeling

Introduction the jet velocity. The reduction in heat transfer was as high as 30
T . - ercent when the surface velocity was two times the reference
Impinging jets are extensively employed in high heat flux ap-

S : : . elocity.
plication and thus widely investigated by researciigrsd]. In [2] In in)éustrial practices, normally a bank of jet is used and the

heat transfer to impinging isothermal gas and flame jets has b?@& can emanate either from a round tube or orifice or a slot. The
cpngldered. Mass transfe_r in addition to heat transfer.betwee;n Smplest form of a jet is the axial jefrom a circular hole or a
pinging gas jets and solid surfaces has been consider¢dlin rectangular slotwhere the issuing fluid is directed perpendicular
However, though in many situations, e.g., drying of papers afg the impinging surface. In case of the sfot planar)jets, when
textiles, the impinging surface moves perpendicular to the jet dhe flow emanates horizontally at a particular angle, a horizontal
rection, relatively fewer studies have incorporated the effect @hife-jet is formed. For round tubes, they are referred to as radial
surface motion over the transport process. Studies on a singlejges. In Fig. 1, distributions of heat transfer coefficients for axial
impinging on a moving surface were reported by Subba Raju aslbt jet and horizontal knife-jets are schematically compared. In
Schlundef5]. They have measured spatially averaged heat trariBe present work we have studied slot jets, which emarate

fer coefficients due to a single impinging jet on a moving, corgxially and hit the plate perpendicularly affa) at an angle of 60
stant temperature metal belt and found that the heat transfer ca#gg from the side of the slgknife-jet). The knife-jetfrom a slot)
ficient increased with the surface speed till a maximum value i equivalent to radial jetdfrom a circular holend it should not

1.5 to 2 times the value for stationary surface was obtained. ZuRf confused with vectored round jets generally referred to as ra-
brunnen[6] used a similarity solution to derive the velocity comdial JEtS-_Th_e main advantage of a h_orlzontal-knlfe-jet from a slot
ponents, which were used to determine heat and mass tranéfér@ radial jet in case of a round tulds that the moderately high
distributions. This study showed reduction in heat and mass traf}g2t or mass transfer can be distributed on a larger area than that
fer downstream of the direction of surface motion as comparg- the axial jet. Because of this, in recent years the radial jets are

tively warmer or higher concentration fluid was entrained by tr%etting incr(_aased attention, Page e“.” Laschefs_ki et al[lz_] .
surface motion ave investigated the effect of the exit angle of circular radial jet

Polat and Dougla§7] conducted experiment on heat transfeon flow field and heat transfer in the laminar region. For th_e same
; IR ) Amount of the mass and momentum flux at the nozzle exit, lami-
from multiple impinging jets on a permeable moving surface, . ragial jets produce lower average and peak heat transfer than
Their study showed a decrease in heat transfer with increasip@ axial jet. On the other hand, with the vectoring of the imping-
surface motion while the amount of throughflow increased hefhrg jet, the location of peak heat transfer could be controlled.
transfer. Huang et aJ8] have reported that at higher plate speedsgyestigations on axial slot jets by this gro[48] produced simi-
Nusselt numbers were smaller at the locations where the surfageresult. Cziesla et aJ14] have demonstrated that the knife-jets
motion opposed the dividing jet flow and Nusselt numbers wegg an exit angle of 60 deg are superior to the axial jets in the
higher where the surface motion and dividing jet flow were in thirbulent range. Their study has shown that the flow field on the
same direction. impinging plate due to the horizontal-knife-jets culminates in an
Chen et al[9] performed a numerical analysis, in the laminabscillatory flow dominated by vortical motions. Such motions
range, of an array of submerged two-dimensional jets impingimgay a significant role in enhancing heat transfer. A recent numeri-
on a uniform heat flux or constant temperature moving surfacgal study of Chattopadhyay and Sali&] could confirm that in
This study showed that neglecting surface motion effects coulde turbulent regime vectoring the jets produces better heat trans-
lead to significant overestimates of heat transfer. Recently, tfe¥ even in the case of a moving plate, compared to the standard
effect of surface motion on the turbulent flow and heat transféxial jet.
using axial slot jets was reported by Chattopadhyay efl]. Though, generally_such je_ts V\_lould be turbulent, Iamir_lar jets are
They have used a dynamic subgrid model of LES as the comgften encountered in applications such as electronic cooling.
tational tool and predicted the heat transfer in a bank of axial sle@minar jets are also employed when situations demand relatively

jets with the impinging surface velocity varying up to two timedOWer stagnation pressure as in the case of fragile matg(éls
In a recent analysis of laminar rectangular jet by Sezai and Mo-

Contributed by the Heat Transfer Division for publication in th®URNAL OF hama({lﬂ' it has been rightly pointed out that despite abundance

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 7, 20010 literature on jet impingement, even today laminar jets are far
revision received June 3, 2002. Associate Editor: V. K. Dhir. from being fully understood. While majorities of the studies as-
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Fig. 1 Schematic comparison of axial jet and knife-jet ) )
Mathematical Formulation

The jet fluid is assumed to be incompressible with constant

properties and the jets are discharging in an ambience of the same
sume a two-dimensional jet structure, it has been demonstrafltd. The flow field is represented by the Navier-Stokes equa-
that three-dimensionality brings in additional complexity in th&ons. For the present work, we have assumed that the effect of
flow physics and hence alters the flow structure and heat transfemperature variation on the properties of the fluid is negligible.
process. While some work on the jet impingement on a movinghe flow medium is air, which is a Newtonian fluid. We also
wall in the turbulent regime is already reported by the preseassume negligible dissipation effect on temperature and negligible
authors[10,15], the three-dimensional simulation of the effect ofolume expansion. The non-steady Navier-Stokes and the energy
surface motion on the laminar impinging jets is now undertaken gguation are given by
the present work. This can serve as a baseline for comparing the

effect of turbulence. Moreover, to our knowledge, no literature on au;
. ) 9 ; —=0 1)
the effect of surface motion on laminar knife-jets exists. The IX;
present analyses were carried out within the Reynolds number
range of 200 for both axial and knife-jets. The surface velocity of au;  a(uiup) p 1 _,
the impingement plate is varied up to two times the jet velocity at It + Tox. . ax + @V uj 2
; fati i i
the nozzle exit. In the present study, the characteristic length for
defining Re is twice the jet width, which is the hydraulic diameter JT  a(uT) 1
for such a configuratiof3]. For the purpose of comparison, the —+ L= _V2y2T 3)

mass flux as well as the momentum flux at the jet exit have been Jt X Re Pr

considered same for the axial as well as knife-jet. We have usgdmay be mentioned here that though in the present range of

omputation, a steady state solution is expected, we have used the
steady formulation and observed the time history of the flow till
chieved steady state. As such, time marching in such formula-
ns is equivalent of successive under relaxation and is very
pular in solving elliptic equations, Ferziger and Pdr®].

the transient formulation so that the evolution of the flow fiel
could be studied in detail and the state of the flow, i.e., wheth
laminar or turbulent, need not be assumed but could be assureqE
analysing the velocity traces and their power spectra counterp

It may be mentioned here that the flow field due to periodic j:lgb

_b?come cr;gotlic at Re of t41dsbanlc_1 25?] f?rkt_he ;éial and the knifgg, jies on slot jets by Laschefski et 8] showed that the tran-
1€ Aresp_eté_lve 3|/ as rep(;r ed by Iafac ‘T(S i e a8). h sition to turbulence follows the route through periodic doubling
periodic element of a nozzle-bank serves as the compulgsy ohaos The flow-field due to periodic slot jets and knife-jets

tional domain as shown in Fig. 2. While the width of the compug ;
ecame chaotic at Re of 415 and 250, respectively. Therefore, the
tational domain is 10 times the jet width, the pitch of the jet ban her reason of using a transient formuIathlon wa)s/, to ensure the

was taken as 8B. The distance between the top plate and Eadiness of the flow field. The issue of steadiness has to be

impinging plate is assumed to be 6B. In this study, the nozz
height to jet width ratio is 2 and for the knife-jets exit angle was sured from the time trace of velocity rather than assuming it

fixed at 60 deg following the recommendation of Cziesla et al. Boundary Conditions. At the jet exit, a constant velocity
[14]. profile is used. Since 2B is the characteristic length, the jet width
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at the nozzle exit is 0.5. For the knife-jets, as the jet emanatesCaice the pressure field is solved, EtQ) yields the final velocity
an angled with the horizontal direction, the velocity componentdield
at the inlet are given by:

Wi = —Ssin( ) 4) uMtt=ur —Atvp" Tt (11)
viy=*cog D) %)

The above distribution assures that the amount of mass and rﬁge_sults and Discussions
mentum flux for knife-jets are same as in the case of axial jet. Theln the present work, a 152%20Xx102 stretched grids with the
*+ sign indicates that the horizontal components of the exit velofinest grid ofAZ=0.0025 near the impinging surface have been
ity at the left and right sides of the slot are in opposite directiommployed. This enables the observation of flow structure in suffi-
While for the axial jet, the jet emanateszat 1.0, for the knife jets cient detail. The code has been validated by comparing the results
there are two openings on the left and right sidach at 0.5 unit with the studies of Chen et gl9], as shown in Fig. 3(a). The
from the center-line at=1.0). discrepancies can be attributed to the fact that while they have
Dirichlet type of boundary condition is applied on all the wallsstudied the two-dimensional configuration, we simulated a three-
While the velocity of the impinging surfaces is directly pre- dimensional situation with entrainment at the boundaries. From
scribed, the velocities at the fixed walls were set at zero. Fig. 3(b)it can be readily observed that the results for the station-
The present geometry allows the inflow from the ambient intary surface also agree well with the results of Laschefski et al.
the computational domain due to the entrainment effect by jEt3]. However, the values are slightly lower for the present com-
flows. The amount of backflow at the exit planes is unknowmutation. The stagnation Nusselt number from the present code
Consequently, the exit boundary condition has to fulfill the corwas very close to that reported by Chou and H{i2g] and van
dition of mass conservation. Laschefski et [d8] have shown Heiningen et al[24].
that for the given configuration of impinging jets, the vanishing Two-dimensional simulations with 152102 grids and periodic
gradient can not be used on the exit boundaries. In their numeribalundary conditions were also performed for a stationary surface
code based on SIMPLEC algorithm, they used vanishing gradieartd also at Re=200 with;=0.5. The skin friction coefficient and
of pressure correction. In the present work, followj2—21 we Nusselt number distribution curves deviated by more than 10 per-
have used cent except the boundaries. For example, in the two-dimensional
simulation, the value of average Nusselt number at®e&0 and
Pexit plang=0-7 Pinterior™ 0-3p-. . ©) vs=2.0 was 4.63 as against 5.34 from the three-dimensional
Thus the pressure at the exit plane is an interpolated valuesdfulation. However, the results from the two-dimensional simu-
the ambient pressure and the adjacent cells. In earlier investi¢ation agree within 5 percent with that of Chen et[8l. It may be
tions in the turbulent regimgl0,14,15], this boundary condition mentioned here that in realistic situations the slots will be of finite
was successfully employed. width with the entrainment effect at the boundaries and thus the
In the present work, while the jet is assumed to be at ambiemsults of three-dimensional simulation is more realistic. Grid in-
temperature T;,=0.0), the non-dimensional plate temperatlite dependence of the present study was ascertained by comparing the
was fixed at unity. Nu value at 132>302%82, 152X122X102 and 172>42X122

Method of Solution "

The conservation equations for momentum and energy were 25
solved by a fractional step finite difference technique due to Kim
and Moin[22]. The Adams—Bashforth scheme is used to get sec- 42
ond order time discretization for the convective terms. The spatial
discretization scheme uses central difference formulation which is a4
of second order accuracy. Crank-Nicholson scheme is employed
to discretize the diffusive terms.

—— Present work
+  Chen etal. (1994)

26"

The time discretization of the Navier-Stokes equations can be 8
written as
1.0
uf -yl 3 1
n+1_ _ — - -1 0 1 2 3 4
N +8p 5 conV'+ 5 conV' ;
L (@)
+ iF0 4 diffn L Nu
5 Re(dlff diff"" ) @
75% : —— Present work
Replacement of the velocity of the following time st} * by -
an intermediate velocity;* &0 :
uf =ul "t AtAp T ®) 48
yields the following term 3.0
urour_ 2 Vit = oy e — diff"+ diff"+ 1 h
AL zcon Econ m( i i ). N
(9) 2.0 25 syo 3.5 4.0
Application of Eq.(1) to Eq.(9) gives finally the Poisson equa- (b)
tion for the pressure field
1 Fig. 3 Comparison of Nu distribution with the results of (a)
Aan+1:_Au7\- (10) Chen etal. [9] (vs=1.0) and (b) Laschefski etal. [13] (Re
t- =200, v,=0, i.e., fixed surface )
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Fig. 4 Velocity vectors for axial jet at  y-z midplane at Re Fig. 5 Velocity vectors for knife-jet at  y-z midplane at Re
=100 for (a) vs=0.1, (b) 0.5, (¢) 1.0, and (d) 2.0 =100 for (a) v¢=0.1, (b) 0.5, (¢) 1.0, and (d) 2.0

glace. At higher surface velocities, flow magnitudes in the interior

grids for Re=200 and,=0.5. The average Nusselt numbers wer the domain become smaller indicating significant reduction in
5.31, 5.4, and 5.43, respectively in the increasing order of gr?é. : gsi9
ing and thus energy exchange.

numbers. It was observed from these data that the value of Nu dll igures 6(a)and 6(b)show the variation of time and width-
to the present grid mesh differed from that of the extrapolated 9 . . S
averaged(i.e., averaged inx-direction) Nusselt number at Re

grid-insensitive situation by about 2 percent.
The heat transfer due to the jet can be represented by the Nus-

selt number distribution over the impingement plate. Under the

present non-dimensionalization scheme, the Nusselt number is

Nu

evaluated as the temperature gradient 6
N al 12 5

u=——
7. (12) 4

The Nusselt number distribution can be averaged on the surface
areaA to obtain a global Nusselt number

1
Nu:xf f Nu(x,y)dxdy (13) T 1 2 B r
y
It has been already mentioned that we have used the transient @
formulation. The velocity traces at three monitoring points were Nu

observed and analyzed using Fourier transformation. It was found
that the flow is steady at all surface velocities for the axial jet.
However, for the knife-jet the flow field is periodic at R&00
andvs=2.0. Thus ab = 2.0, time-averaged value of Nu has been
reported. To calculate the time-average 20 periodic cycles were
used. 4
The velocity vectors at different plate velocities for the axial
and the knife-jet iny-z mid-plane are shown in Figs. 4 and 5, 1
respectively. The flow structure of knife-jet is significantly differ-

ent from axial jets. However, for both types of jets, it can be 0

. . . . 0 1 2 3 4
envisaged that at higher range of plate velocity, the vortical flow W
structures are less dominant and the flow at the vicinity of the (b)

impinging plate strongly attaches itself with the plate surface. The

vortex structure with a flow-separation zone at the lower-left copig. 6 width-averaged Nusselt number distribution at Re
ner shifts in the direction of surface motion ag increases. At =100 for (a) axial jet and (b) knife-jet (plate motion in
very high values of g, i.e.,0(1), flow separation no longer takes y-direction )
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axial and (b) knife-jet (plate motion in y-direction )

I

=100 for axial and knife-jets respectively at different surface ve-
locities. For the axial jet, as the point of flow separation moves in
they direction, the local minima in the Nu-distribution curve also

shifts rightwards with increasings. At vs=0.1, the profile devi- ©
ates slightly from the symmetric distribution observed in case of a

stationary surface and heat transfer is maximum at apetit.9,

cfy* Re
10
8 —— v,=0.1
6 s vg=0.5
3 e w20
2
-0
2
-4
& (@)
8
-10 Fig. 9 2-D distribution of Nu for axial jet at Re =100 for (a) v¢
5 : 2 " P =0.1, (b) 0.5, (¢) 1.0, and (d) 2.0 (plate motion in y-direction )
y
(@)
c,* Re i.e., somewhat left of the centerline of the jet. In other words, the

maximum of heat transfer distribution moves upstream of the di-

: rection of the plate movement. At;=0.5, the magnitude of the
N P z;:g;; peak value reduces and the peak-point shifts about half the value
ol (- of B downstream, i.e., in the direction of the plate movement.
! s When the plate velocity is equal the jet velocitys&€1.0), an
° inclined s-shaped distribution pattern is formed and while the
B peak value reduces, it also shifts further right by about the jet
@ width from the center. Abs=2.0, the profile becomes almost flat.
3 It can also be observed that with increasingheat transfer in the
* middle of the domain decreases but in the vicinities of the adja-
R ; 2 3 4 cent jet increases. For the vectored jets, two peaks corresponding
y to the two faces of the issuing jets are clearly discernible at rela-
(b) tively lower plate speed. The lower peak can be observed in the
downstream of the jet centerline and the ratio of the two peak
Fig. 8 Width-averaged friction factor distribution at Re =100 Vvalues are about 1.1 and 1.4 fey=0.1 and 0.5, respectively. At
for (a) axial and (b) knife-jet (plate motion in y-direction ) vs=1.0, a single peak occurs. As in axial jet, the distribution
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Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



follow a swirling path after it emanates from the nozfld], the
hydrodynamic and thermal boundary layers alongxfdirection

will vary. In turn, the Nusselt number has a strong spatial depen-
dence inx-direction. At the entrainment boundariés., x=0.0

and 5.0), local enhancement can be clearly observed from these
figures. With increasing plate velocity, the local peaks are shifted
further from the center and the original saddle like distribution
observed over a stationary plate transforms into a flatter surface,
indicating reduction in heat transfer. The profiles of heat transfer
and skin friction distribution for the axial jets follow the trend
(a) predicted by Chen et a]9]. The quantitative difference can be
attributed to three-dimensionality of the present investigation and
use of a very fine grid. In Fig. 10, three-dimensional distribution

7

55

Nu

I

i
X\
//////////////

7

Dl
Wi
i
A
i
i

S

i
g
7

(3 . A . .
":\ for the knife-jet alvg=0.1 and 0.5 is presented. At higher surface
”'o,'-‘_ s . S T . p g .
o l'//////z, N/,'%o, velocity (vs~1.0) the distribution pattern assumes a flat profile as
s s bserved for axial jets. H h fh fer i
58 ',,/,,//////////////,,///// . observed for axial jets. However, the amount of heat transfer is
z !'//////,,,{///,,///////,/////////,;”/ N relatively higher for the axial jets compared to the knife-jets as
’/gf/,,j;;//;//,,,/%//// " shown in Table 1.
D 2, In Table 1, the results with the values of global Nusselt num-

(<3

bers for the calculated range of surface velocity are provided. The
computed values of Nu in axial jets for the stationary surface are
in agreement with Laschefski et &1.3]. For the case of a moving

(b) plate, the calculated values are higher by about 10 percent com-
pared to the results of Chen et f]. Comparisons could not be
Fig. 10 Two-dimensional distribution of Nu for knife-jet at Re made for the case of the vectored jets due to unavailability of
=100 for (a) vs=0.1 and (b) 0.5 (plate motion in y-direction ) literature. The bracketed terms in the table indicate the percentage

reduction in heat transfer with increasing plate speed. It can be
observed that at higher Re, for both the axial jet and the knife-jet,

pattern flattens considerably with increasingand the total heat the reduction in heat transfer is more. Finally, it can be concluded
at in the laminar region, vectoring of the jet does not enhance

transfer reduces. On their studies on laminar slot jets, van He .

ingen et al[24]reported that the distribution of heat transfer oveh€at transfer over a moving plate for the same amount of mass and

the impinging plate scales with R® In Fig. 7, heat transfer re- momentum flux at the jet exit.

sults are shown with the modifigdaxis, scaled with an appropri- .

ate power of Re. It is interesting to note from Figaythat even Concluding Remarks

for a moving surface local heat transfer due to axial slot jet scalesHeat transfer due to impinging slot jets on a moving surface has

with R&”. However, for the case of the knife-jet, the scaling ideen studied in the laminar range. While with increasing plate

better at R&5%S speed, Nusselt number distributions tend to be more uniform, the
In Fig. 8, the distribution of-component of friction coefficient total heat transfer reduces. At higher velocities of the impinging

for these two types of jets are presented. The heat transfer patig¥face, flow field on the plate mostly attaches itself with the plate

is closely linked to the flow structure. It can be seen from Fig. 8nd flow separation does not take place. Unlike the case of turbu-

thatcy, is always negative at higher, indicating that the plate lent slot jets, the heat transfer from the axial jets in the laminar

motion is no longer aided by the flow and flow separation does rig@w regime are found to be greater by about 30 percent than that

take place. Thus flow in the immediate plate vicinity is mostljrom the knife-jets with an exit angle of 60 deg.

influenced by the surface velocity and less affected by jet struc-

ture, thereby producing a more uniform heat transfer field. Ayomenclature

evident from the flow structures, fluid transport in the vertical _

A = area of the impingement plate

direction just adjacent to the plate reduces with increasing surface 5 — ihermal diffusivity

speed. This in turn reduces the energy convection from the plate g — giot nozzle width

and reduces the total amount of heat transfer. _ Cy, = y-component of friction coefficient/dy)
Figure 9 shows the three-dimensional plots of time-averaged ] — height of the computational domain

Nusselt number distributions on the impingement surface for the |, _ nozzle-to-plate spacing

axial jet at surface velocities of 0.1, 0.5, 1.0, and 2.0. As the jets h' = heat transfer coefficient

k" = thermal conductivity

L = nozzle length

Table 1 Global Nusselt number Nu = Nusselt numberi{’2B/k’)
p = pressure
Surface velocity v, Pr = Prandtl number
Re 0.0 0.1 0.5 1.0 2.0 Re = Reynolds numberv(;,2B/v)
Axial jet | 374 | 3.71(1) |3.69(1.3) | 3.29 (12) | 2.63 (30) T = temperature
Knifejet | 259 | 2.56(1) | 238(# | 197 (24) | 1.90 (26) t = time o
100 u = velocity component irx-direction
. % 30 30 35 40 27 v = velocity component iry-direction
Difference _ . . . .
p w = velocity component irz direction
Axial jet | 545 | 5.39(1) | 534(2) | 444 (20) | 342(37) W = width of the computational domain
Knife-jet | 4.08 | 4.04(1) | 3.62(11) | 2.74 (32) | 2.36 (42) X, ¥, Z = spatial coordinates
200
% % 35 = o 0 Greek Symbols
Difference v = kinematic viscosity
Bracketed term indicates % reduction in Nu compared to the stationary case ¥ = exit-angle of the jet
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Laminar Fluid Flow and Heat
Transfer in a Lid-Driven CGavity
Due to a Thin Fin

Xundan Shi A finite-volume-based computational study of steady laminar flow and heat transfer (ne-
Graduate Student glecting natural convection) within a lid-driven square cavity due to a single thin fin is
J. M. Khodadadi presented. The lid moves from left to right and a fixed thin fin can be positioned perpen-
- - dicular to any of the three stationary walls. Three fins with lengths equal to 5, 10, and 15
. . Professor percent of the side, positioned at 15 locations were examined fer308, 1000, 2000,
e-mail: khodajm@auburn.edu. and Pr=1 (total of 135 cases). Placing a fin on the right wall brings about multi-cell
, o recirculating vortices compared to the case without a fin that exhibits a primary vortex
Mechanical Engineering Department, and two small corner cells. A fin slows the flow near the anchoring wall and reduces the
Auburn University, 201 Ross Hall, temperature gradients, thus degrading heat transfer capacity. A fin positioned near the top
Auburn, AL 36843-5341 right corner of the cavity can reduce heat transfer most effectively in cases with all three

different Reynolds numbers and lengths. Regardless of the Reynolds number, placing a fin
on the right wall—compared to putting a fin on the left and bottom walls—can always
enhance heat transfer on the left wall and at the same time, reduce heat transfer on the
bottom, right and top walls. A long fin has the most marked effect on the system’s heat
transfer capabilities. Mean Nusselt number was successfully correlated to the Reynolds
number, length of the fin and its positiofDOI: 10.1115/1.1517272

Keywords: Cavities, Convection, Finned Surfaces, Heat Transfer, Vortex

Introduction of the three stationary walls, namely the left, bottom or right
alls. Numerical solutions are obtained over a range of the Rey-
o . . S Ids number. The dependence of fluid flow and heat transfer on
mOd'f'.(Ed by the presence of ver.tlcal or hor[zor!tal plate fins is the length and location of the fin is studied in detail. It should be
great interest beca_use m_troductlon of t.h'n fins IS one way 10 Coflgye § that real flows for the range of the Reynolds number studied
trol heat transfer in various engineering applications. Lamln%r lid-driven cavities with no fins are expected to be three-

natural convection in differentially heated cavities with intemaﬂiimensiona[s] and it is not clear as of now if the presence of a
fins (partitions) has been studied extensively, for example?] fin will be a stabilizing effect to the flow system.
among others. The high packaging density and increasing heat

flux from the electronic modules have necessitated the use of

forced convection in electronic cooling practices. The existence of

chips or boards in a rectangular cell could have significant effect )
on the resulting flow field and heat transfer. No attention has beBfoblem Formulation

given to investigation of shear-driven cavity with isothermal fins The proposed physical model for a two-dimensional lid-driven
[3]. Such problems are, however, commonly encountered, e ghyity with a fin is shown in Fig. 1. The top wall is moving at the
estimation of heat loss of electronic packages in a closed caviépeed ofU4 from left to right, whereas the remaining three walls
design of various drying devices and decreasing the heat lossaig stationary. The moving wall is maintained at a temperature
various engineering applications. Besides being a simple ben@r—h) different from the remaining walls of cavityT¢), with T,
mark geometry for study of complex flow phenomena, a cavity T, . A thin fin that is made of a highly-conductive material can
system can simulate a lubricating groove between sliding platesgifach to different positions on the left, bottom, or right walls. The
approximate the separated flow in a surface cavity with an ext@émperature of the fin is maintained at the temperature of the wall
nal stream flowing over it. to which it is attached, so the Biot number is much smaller than 1.
In spite of its simplicity, the lid-driven cavity flow is a classicThe effect of natural convection is neglected, so the ratio Gr/Re
benchmark problem for studying a number of interesting fluig taken to be much smaller than 1. A special coordinate sy&tem
flow phenomena. A great number of studies have focused on thigng the walls is adopted with its origin a0 andy=H, as
problem and an excellent review paper was recently reported féntified by the dashed lines in Fig. 1. The coordinate of the fin
Shankar and Deshpand@]. In general, interest has focused offs) indicates the position of the fin, i.es,=0 to H (left wall),
low Reynolds number laminar regime for square cavities, sp,=H to H+L (bottom wall), ands,=H+L to 2H+L (right
among many others who assumed two-dimensional)fl@hers  wall). In order to investigate the effect of the fin's length, three
have concentrated on studying deep slender cayBipand onset values of 1, equal to 5 percent, 10 percent, or 15 percent of
of instabilities limited to two-dimensional flows, 7]. enclosure’s length. are studied. A dimensionless variable for the
The objective of this study was to determine the effect of vengngth of the fin is defined a&=1,/L. The fin can be attached to
thin fins at different positions on the two-dimensional flow fieldfive possible locations that are equally spaced on the left, bottom
heat transfer and drag force of the moving wall. Three different right walls.

orientations of the fin are studied where the fin protrudes from one_ ) . ) .
Dimensionless Form of the Governing Equations. The fluid

Contributed by the Heat Transfer Division for publication in tf@BRNAL OF Wlt.hln the enclosure is an |ncompre55|ble fluid anc_i the fluid prop-
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 21,e_rtles are constant. The flow W'thm the enC'QSure 1S assume_d two-
2002; revision received August 12, 2002. Associate Editor: A. F. Emery. dimensional, steady and laminar. The gravity effect and viscous

Knowledge of fluid flow and heat transfer in a rectangular ce
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y Us Grid Independence Study. In order to determine the proper
AN T, "M N grid size, a grid independence test was conducted for the Rey-
nolds number of 1000 in a square cavity with a fin positioned at

4----------5 the middle of the bottom wall. The length of the fin was set to be

50 percent of L. Seven different grid densities %40, 6060,

S 80x80, 100x100, 120x120, 150X150 and 240>240) were

used.

T ”ﬂp The minimum value of the stream function of the primary vor-
¢ tex (¥min) is commonly used as a sensitivity measure of the accu-

racy of the solution. Another monitored quantity, the dimension-

less drag coefficient@,) of the moving lid is defined as:

=

3

Fq
L | S UL v
Te o f—

<
\%

whereW is the width of cavity W=1) andF is the drag force

on the moving wall. Comparison of the,;, andC, values among

L rg seven casekl0] revealed that 150450 and 2405240 grid den-
sities gave nearly identical results but>880 and coarser grid
systems predicted substantially smaller values. Considering both
Fig. 1 Physical geometry and the coordinate system the accuracy and the computational time, the following calcula-
tions were all performed with a 150150 uniformly-spaced grid
system.

Parameters for Numerical Simulations. Tolerance of the
%rmalized residuals upon convergence is set to®1for every
calculatlon case. The under-relaxation parametersifor, andT

dissipation are neglected. Dimensionless form of the governin
equations can be obtained via introducing dimensionless val

ables:
are all set to 0.6, whereas under-relaxation parameter for pressure
X y u v correction is set to 0.3. However, converged solutions can not be
X=p Y= U= Upg' V= Uiy obtained for 4 cases (Re=2000+0.15, andS,=0.33, 0.5, 0.67
: : and 0.83). To achieve converged solutions for these cases, it was
p T-T, necessary to retain the unsteady terms in the momentum and en-
P= pTﬁd’ 0= T—T. 1) ergy equations. The temporal derivatives were approximated us-

ing a second-order implicit difference scheme, namely the three-
The governing equations of continuity, momentum and thermgine-level scheme. The success of the time-dependent method
energy are then written in dimensionless form: over the stationary one suggests that for these parameters a turn-
T ing point in the parameter space is being approached.

<y =0 )

Results and Discussion

@) In order to understand the flow field and heat transfer charac-
teristics of this problem, a total of 135 cases were calculated. This
involved studying the effect of a fin attached at 5 evenly-spaced

N N 9P 1 [V GV positions on the left, bottom or right walls. The Reynolds numbers

U X +VW Ty + Re! ax2 + Y2 (4)  are 500, 1000, and 2000, and the fin’s length can be 5 percent, 10

percent, and 15 percent of the width of the cavity. All the calcu-

(929 920 lations were performed on a Cray SV1 of the Alabama Supercom-

axz 2 ) (5) puter Network, located in Huntsville, Alabama.

Ju
U—*+

V‘9U, P 1 [5PU JU
X VN T T X Re '

X2 T a2

Uae Vae_ 1
X TVay T Prre

The Reynolds number is defined as-RéyL/v and the Prandtl  Flow and Heat Transfer in the Lid-Driven Cavity Without
number is Pr=»/«. The dimensionless form of the boundary conFins. It is necessary to look at the flow fields and temperature
ditions can be expressed as follows fields in a cavity without the fin before we analyze the actual cases

_ AL A for this study. Figure 2 shows the streamlines and temperature
at X=0,1 andY=0: U=V=0,6=0, fields in a lid-driven cavity for Re500, 1000, and 2000. With the

at Y=1: U=1,V=0,0=1, (6) increasing of the Reynolds number, a new vortex appears near the
_ left wall’s top corner and the dominance of the primary clockwise-
on the fin: U=V=0,0=0. rotating cell remains unchanged, whereas the two counter-

Therefore, Re, PiS,=s,/H and{ are the dimensionless vari- clockwise-rotating cells at the corners of the bottom wall gain

ables that govern this problem In this study, the Prandtl numb;g)rlomlnence All the three streamline fields were plotted with the
of the fluid is fixed to 1. ' same contour level settings. So it is easy to notice that the stream-

lines are more skewed and packed on the right side with the in-

Computational Details. The steady-state governing equacreasing of the Reynolds number. Because of this, the gradient of
tions were solved by the finite-volume-method using Patankatismperature fields near every wall becomes higher that indicates
[8] SIMPLE algorithm. A two-dimensional uniformly-spacedthe enhancement of heat convection near the wall with the in-
staggered grid system was used. Hayase et f]sQUICK creasing of the Reynolds number. As discussed in great detail by
scheme was utilized for the convective terms, whereas the centii [10], these computed flow fields agree with Ghia et 4#t's
difference scheme was used for the diffusive terms. In order tesults very well, whereas the temperature fields agree with results
keep consistent accuracy over the entire computational domaimfalorrance et al[11]. The close agreement with benchmark lit-
third-order-accurate boundary condition treatment suggested dnature indicates the efficacy of the numerical methodology that
Hayase et al[9] was adopted. was utilized.
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Fig. 3 Flow fields for fins at different positions with Re =500:
(a) €=0.05, (b) €=0.1, and (c) €=0.15

increased. An interesting flow phenomenon occurred wggn
=2.67 (not shown in Fig. 3(a)), where the two small counter-
clockwise-rotating vortices on the bottom wall merge to form a
Re=2000 big counter-clockwise-rotating vortex. At the same time, the cen-
Fig. 2 Steamlines and temperature fields for the lid-driven ter of main CIOCles'e-rotat'lng vortex moved upward and the
cavity without fins for Re =500, 1000, and 2000 (contour level value _of stream function at its center _decrea_sed. These flow field
increments of the primary vortex and temperature are 0.1 and behaviors carry over to other cases with the increase of the length
0.05, respectively ) of the fin. From Figs. &) and 3(c)one can observe that the
above-mentioned merging of vortices occurs with aLOfin
placed aS,=2.5, 2.67, and 2.83, and a OL1§in atS,=2.33, 2.5,
2.67, and 2.83two of which are shown on the right column for
Flow Fields in a Lid-Driven Cavity With a Thin Fin.  Fig- §,=2.5). In these cases, the newly-merged counter-clockwise-
ures 3(ac) show the flow fields for a lid-driven cavity (Re rotating vortex almost fills all the space in the cavity between the
=500) with a fin at three representative positions for differedin and the bottom wall. As for the flow in the vicinity of the
lengths of the fing=0.05, 0.1, and 0.15, respectively. The plotdonger fins in Figs. 3(bjand 3(c), these local disturbances are
in the left, middle, and right columns correspond to cases with tineore pronounced compared to those observed in Fig). 3n
fins positioned on the left, bottom and right walls of the cavitygomparison with Fig. 2, the flow patterns in the cavity with a fin
respectively. Examining the streamline patterns fo=B80 and on the right wall look very different from that in the cavity with-
¢ =0.05—three of which are shown in Fig(&3, one can conclude out a fin. In general, a fin placed on the right wall brings about
that placing a 0.05 thin fin at various positions only changes timore changes to the flow field than fins on the left or bottom
flow fields near the fin except for the case of the fin placed atalls. The flow fields for Re 1000 for different lengths of the fin,
S,=2.67. If the fin is positioned away from the two small¢=0.05, 0.1, and 0.15, exhibit flow patterns similar to those for
counter-clockwise-rotating vortices at the corners of the bottoRe=500 and are not presented here, but can be found elsewhere
wall, weak counter-clockwise-rotating vortices form on both sidd40]. With the increase of the Reynolds number, the vortices
of the fin. The vortex with lowesS coordinate value naturally is formed due to the presence of the fin are generally enhanced.
stronger due to the direction of the bulk spinning fluid. If the fin is Figures 4(ac) show the flow fields for Re2000 with fins
placed within the two small vortices at the corners of the bottomiaced at five representative positions for different lengths of the
wall, due to the short length of the fin, the effect is localizefin, {=0.05, 0.1, and 0.15, respectively. Similar to the flow fields
within these vortices. Overall, the character of the dominadiescribed above for Re=500 and 1000, all these cases exhibit
clockwise-rotating vortex in the cavity remains unchange®gs identical trends. But it is also noticed that when a fin is positioned
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Fig. 4 Flow fields for fins at different positions with Re =2000: (a) €=0.05, (b)
€=0.1, and (c¢) €=0.15

at S,=2.5, the 0.1Lor 0.15L fins (Figs. 4(b)and 4(c), respec- fin (C4=0.0588, 0.0359, and 0.0229 for RBO0, 1000, and
tively) can give rise to a second clockwise-rotating vortex, locate2D00, respectively It was observed that the drag coefficient in-
at the left corner of the bottom wall. Cases with alOdr 0.15L creases upon lowering Re. The drag coefficient also is bigger
fin at S;=2.67 show two clockwise-rotating vortices at the corwhen the fin is attached at most positions on the left or right walls
ners of the bottom wall. But for the case with a ALOBn at the and it rises with the increase of the length of fin. Placing a fin at
same positior{Fig. 4(a)), a big counter-clockwise-rotating vortexany position on the bottom wall changes the valu€gfnly less
between the bottom and top clockwise-rotating vortices was oftvan 2 percent.

served. In summary, the flow patterns not only depend on the

position of fin but also depend on the length of fin. Cases with

different lengths of the fin at the same position exhibit different Temperature Fields in a Lid-Driven Cavity With a Thin Fin.

flow pattern structures. Another interesting point from the obsdrigures 5(ac) show the contours of dimensionless temperature
vation of the Re=2000 cases is the merging of two clockwis&#) for a lid-driven cavity (Re=2000) with a fin at five represen-
rotating vortices into a big clockwise-rotating vortex when #ative positions fo =0.05, 0.1, and 0.15, respectively. The value
0.15L fin is attached a8,=0.5 or 0.67. The variation of the dragof § on the moving wall is 1, whereas the valueébdn the other
coefficient(Eqg. 7)with position of the fin, length of fin and the three walls and the fin is zero, and the contour levels are incre-
Reynolds number was studied in comparison to the cases withmented by 0.05. Since natural convection is neglected in this
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Fig. 5 Temperature fields for fins at different positions with Re =2000: (a) ¢
=0.05, (b) €=0.1, and (c) €=0.15 (contour level increment of 0.05 )

study, the energy equation does not influence the momentulecreased heat transfer capability is expected. As a result, the
equation, however the temperature distribution is closely relatéegmperature gradients in the corresponding regifigs. 5(b)and

to the flow field. Comparing Figs.(&) and 2, a 0.05Llong fin at  5(c)) have decreased in above cases evident from the parting of
most positions only changes the temperature distribution locallye contour levels from each other.

and the rest of the cavity remains unaffected. This is because th@emperature fields for Re500 and 1000 for different lengths
main flow vortex has not changed upon introduction of a D.050of the fin, =0.05, 0.1, and 0.15 are not shown hé¢see[10]).

long fin and the fin only changes the velocity distribution locallyAmong the three fins, the 0.L5in has the most marked effect on
As mentioned before, a 0.0590ng fin atS,=2.5, 2.67, and 2.83 the temperature distribution. Compared with temperature fields
(Fig. 4(a)), a 0.1Llong fin atS,=2.33, 2.5, 2.67, and 2.8Fig. without a fin in Fig. 2, the existence of the fin generally slowed
4(b)) or a 0.15Llong fin atS,=2.33, 2.5, 2.67, and 2.8@ig. the flow moving near the wall with a fin and at the same time
4(c)) can cause merging of two counter-clockwise-rotating vortreduced the temperature gradients, thus degrading heat transfer
ces into a big counter-clockwise-rotating vortex and appearanceaaipacity of that wall.

other vortices at the ends of the bottom wall. Since the stream

function value at the center of these vortices are much smaller

than that at the center of the clockwise-rotating vortex next to the Variation of the Local Nusselt Number on the Walls of the
moving lid, the flow moves slower within these vortices and thuSavity. In order to evaluate how the presence of the fin affects
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T T /J Table 1 Mean Nusselt number on every wall without a fin
10°
Nu
° 3 - p 3 Re
‘é Wk ¢ o /,.I" Left Wall Bottom Wall Right Wall Top Wall
h pCANR—— \ 3 N
% . ~\ £ 500 361 7 10.90 1623
A Y 4
z '] 100 a7 270 6 7151
g 2000 5.10 4.04 19.97 29.16
3 Il L L
1075 T 3 K] -

»

but also has marked effect on the other walls. Specifically, a.0.05

T T fin positioned atS,=2.67 and 2.83 brings about heat transfer
10°F enhancement on the top half of the left wall and heat transfer
reduction on the bottom half of the left wall, and the entire right
and top walls. Similar results were observed for=R€00 cases.

74 J On the other hand, afi=0.05 fin atS,=2.5 and 2.67 with Re
=500 enhances the heat transfer on the left wall and decreases

Local Nusselt Number

w0l 4 heat transfer rate on the bottom, right, and top walls. Comparing
Fig. 6 with results for the low Reynolds number case of 500, it is

10%F 3 concluded that the fin has marked effect on changing the local

. . ) Nusselt number with increase of the Reynolds number and the
1078 1 2 4 length of the fin. A fin positioned near the top right corner of the

cavity can reduce heat transfer most effectively in cases with all
three different Reynolds numbers and lengths. Given a Reynolds
number, a long fin has the most marked effect on changing heat
transfer along the walls.

107 ¢

-~

10" RN s
Variation of the Average Nusselt Number on the Walls of
the Cavity. The averageor mean)Nusselt numberNu, for

every wall can be obtained by integrating E8), as given below:

.....

-

—— e e - -

Local Nussek Number

- 1 - 1
10° 3 NU(/: f NU(dY, NUb: f NUDdX,
, 0 0
10° y
° s I 1 - 1
Nu, = J’ Nu,dY, Nu= J Nu,dX. 9)
Fig. 6 Variation of the Nusselt number along four walls of the 0 0
cavity with fins at different positions  (Re=2000,¢=0.15) Table 1 gives the values of the mean Nusselt number for every

wall for Re=500, 1000, and 2000 for a lid-driven cavity without a
fin. From the table, one can see that the mean Nusselt number on
exery wall increases with the rise of the Reynolds number. The
tight wall has the best heat transfer rate, whereas the bottom wall
offers the worst heat transfer rate among the left, bottom and right
walls. Also note that the sum of the mean Nusselt numbers for the

the heat transfer rate along the four walls, it is necessary to defi
the local Nusselt number on the left, bottom, right and top wall
These are defined as

0 a6 a6 left, bottom and right walls equals the mean Nusselt number of the
Nu,=— » Nup=-3 » NUu=—— , top wall.
x|, _ Y|, _ x|, _ '
X=0 Y=0 X=1 In order to study the effect of the fin on the average heat trans-
90 fer rate for every wall in a lid-driven cavity, we introduce a vari-
Nu, = Ty , (8) able called the Nusselt Number RatidNR), with its definition

Y=1 given as:
with the subscriptd, b, r, andt referring to the left, bottom, right
and top walls, respectively.

In order to present the local Nusselt number variation, the use
of the Scoordinate system was adopted. For example, variation of
the Ny with Y is plotted in graphical form as NuersusS(0 Values of NNR for every wall (NNR, NNR,, NNR,, and
~1). The other three Nusselt numbers (NWNu,, and Ny) can NNR;) can be obtained according to E(L0). Value of NNR
be treated similarly and thus the variation of the local Nussdiigger than 1 indicates the heat transfer rate is enhanced on that
number along the four walls can be presented in one graph wahrface, whereas NNR less than 1 indicates the heat transfer rate is
S=0~4. Figure 6 shows the variation of the local Nusselt numbeeduced. The mean Nusselt number for every wall can be obtained
along the four walls of the cavity with a fin placed at 15 differenfrom the product of NNR and mean Nusselt number for that wall
positions (Re=2000) for fins with length 0.15. In each diagranin Table 1.
the variation of the local Nusselt number on the four walls for the Figure 7 shows the variations of NNR for every wall with fin's
cases of no fin is shown as solid lines and denoted by the symbpoksition for Re=2000 and =0.15. It is observed that placing a
(NP, that stands for no partitipnit was concluded that the pres-fin on the right wall can always enhance heat transfer on the left
ence of the fin on the left and bottom walls<{®<2) only de- wall and at the same time, reduce heat transfer on the bottom,
grades heat transfer rate locally for shorter fins and heat transfight and top walls. This is true for all other Reynolds numbers,
rates on all the other walls do not change appreciably, except ftcept for the Re=500 case with a finj=2.83 which causes
the case of the longest fiirig. 6). But a fin positioned on the right heat transfer enhancement on the bottom wall instead of reducing
wall (2<S<3) not only degrades the heat transfer rate locallyt. Putting a fin on the right wall can bring about the greatest

NU|with a fin
NNR= ———. (10)

NU| without a fin
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change of heat transfer rate on every wall compared to puttinc§ ]
fin on the left and bottom walls. As expected, a long fin has tr§ 8
most marked effect on the system compared to a short fin. Putt® 7} Re=1000 ]
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Variation of the Average Nusselt Number for the Cavity. ! s,
In order to evaluate the overall heat transfer for the cavity, w (b)
should look at the average Nusselt number for the whole syste
The average Nusselt number for a square lid-driven cavity with
fin is given as: 10 ' '
. 1 1 1 ot E
Nu= —— X Nu,dY+ | Nu,dX+ | NudY g
3+2¢ J<0 ‘ JO ° JO ' -E 8F ]
z ]
¢ ¢ 3 F Re=1000
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where Ny is the local Nusselt number on the two sides of the thig Smgmgem= Ramand ‘G\Q S
fin. These are defined: 1F P
3 \ " —
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NUf|sige 1= =5 , (12) P
side 1 of fin ()
a0

Fig. 8 \Variation of the mean Nusselt number with positions of

NUf|side 7= ~ 75 (13)  fins: (a) €=0.05, (b) €=0.1, and (c) £=0.15

side 2 of fin

Equations 11 to 13 are applicable for a horizontal fin attached to

either left or right walls. Similar equations can be obtained for a

vertical fin that is attached to the bottom wall. efficientsa’s, b, andc are summarized in Table 2. The general
Figures 8(ac) show the variations of the mean Nusselt numberends of these correlations are shown in Fig. 9 where the com-

with the position of the fin. It can be seen that a fin placed on thpaited mean Nusselt numbers for every computed case and the

right wall can reduce the mean Nusselt number of the systerarve fitting correlations are presented.

dramatically. A cavity with a fin placed at the middle of the left or

bottom walls has the lowest mean Nusselt number compared to a

fin placed at any other position on those walls. For a given posi-

tion of the fin, the mean Nusselt number increases with the in- Table 2 Correlation coefficients, a;, a,, as, b and ¢

crease of the Reynolds number and decreases with the increas—= TeRWall Botom Wall Right Wall

the length of the fin. Comparing these three figures, the range

the variation of the mean Nusselt number is small for a short fin £=5 =81 8=52

different positions on the left and bottom walls, whereas long 0<8p<1 1<8,<2 2<8,<3

fins give rise to greater variability of the heat transfer rate. - NI RG] FRID)

Availability of a correlation for the mean Nusselt number is '

necessary for the design of similar systems. A correlation in t| @ & 01639 01193 -0.0888

form of the mean Nusselt number as a function of the Reynolq 2 0.3253 033 03896

number, the length of the fin and the position of the fin was ol

tained. Based og the trends exhibited ?n Figae-&), the general Average Value 040% M 0364

form of the correlation was assumed to be: b (Standard Deviation) 0023 (0.009% (0063
NTJ:(a §2+a €+a )Rebfc (14) Average Value -0.1086 -0.0922 -0.1566

! z N [ (Standard Deviation) (0.013) (0.0168) (0.079)
with £€=S,—| | is thefloor function). The values of the co-
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0.4 et = 5. The mean Nusselt number of the cavity was successfully
- ] correlated to the Reynolds number, length of the fin and its
03BF Curve Fitting 1 position.
036 =
034 E 1 Nomenclature
- 3 Cy = drag coefficient, defined by Eq7)
032 E Ip = length of the fin, m
Vo E 3 ¢ = dimensionless length of the fin, i.e., L
—= 03F e L = length of the cavity, m
Re™t - ] NNR = Nusselt number ratio, defined by E40)
028 0 E Nu = local Nusselt number, defined by E®)
0.26 5 8 = Nu = average or mean Nusselt number, defined by(Ey.
I ] s = coordinate adopted for distance along the walls, m
0.24 E 3 S = dimensionless coordinate, i.&=s/H
F ] T, = temperature of the left, bottom and right walls, K
022k - Ty, = temperature of the moving lid, K
T I T I T M J Uiq = velocity of the moving lid, m/s
02 INANE TNENE INEN] [AESE FERN1 ENENY FYRTS FRUN] FENN] FENN] ENNN] UREE SNENY FNNEY FNEE

“0 02040608 1 12141618 2 22242628 3 Greek Symbols
Sp 0 = Dimensionless temperature, i.€eTL{T)/(T,—T.)
Subscripts

€, b,r, t = related to the left, bottom, right and top walls
p related to the fir(partition)

Fig. 9 Curve fittings for the mean Nusselt number
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Mixed Convection From a
Cylinder With Low Conductivity
Baffles in Cross-Flow

Bassam A/K Abu-Hijleh

e-mail: bassam@just.edu.jo The problem of laminar mixed convection from an isothermal cylinder with low conduc-
Department of Mechanical Engineering tivity baffles in cross flow was solved numerically. The average Nusselt number was
Jordan University of Science and Technology, calculated at different combinations of number of baffles, baffle height, Reynolds number,
P.0. Box 3030 Irbid 22110, and buoyancy parameter. The reduction in the Nusselt number is as much as 75 percent.
Jordan When using a small number of baffles at low values of buoyancy parameter, an odd

number of baffles reduced the Nusselt number more than an even number of baffles,
especially at high values of Reynolds number. This is not the case at high values of
buoyancy parameter. There is an optimal baffle height, Reynolds number dependent, for
maximum heat transfer reduction beyond which an increase in baffle height does not
result in further decrease in heat transfefDOI: 10.1115/1.1518494

Keywords: Computational, Finite Difference, Finned Surfaces, Heat Transfer, Laminar,
Mixed Convection

Introduction =0,2,3,4,5,7,8,11, 12,17, 18), and the nondimensional baffle
eight H=0, 0.25,0.75, 1.5, 3). The baffles were distributed

Lamlnqr convection from_a heated cyllnder IS an |mportarﬂ ually around the cylinder perimeter with the first baffle located
problem in heat transfer. It is used to simulate a wide range 5?0:0 Fig. 1
u , Fig. 1.

engineering applications as well as provide a better insight in

more complex systems of heat transfer. There are several situa-

tions where fprcgd and natgral conyection occur With relativelyyathematical Analysis
comparable significance. This case is referred to as mixed convec- ) ) ) ]
tion heat transfer. Accurate knowledge of the overall convection 1he steady-state equations for the two-dimensional laminar
heat transfer around circular cylinders is important in many field@ixed convection over a cylinder, including the Boussinesq ap-
including heat exchangers, hot water and steam pipes, heat8fgximation, are given by:
refrigerators and electrical conductors. Because of its industrial 14d(ru) 1 v

importance, this class of heat transfer has been the subject of -t == Q)
many experimental and analytical studies. The problem received roor r oo
continuous attention since the early work of Morgghl and u vou vd 1 ap 52U
Churchill and Chij2]. Work on mixed convection from a smooth U i 3T —[pr(T—Tm)Sin( 0)— 1T 52
cylinder, no baffles, include that of BadB], Ahmad[4], and P
Abu-Hijleh [5]. Recent economic and environmental concerns 1u u 1d0%u 2 dv
have raised the interest in methods of reducing or increasing the + T r_2+ 232 1290 2
convection heat transfer, depending on the application, from a
horizontal cylinder. Classical methods such as the use of insula- 9v v v uv 1 14p 9%v
tion materials are becoming a cost as well as an environmentdd Z-+ =5+ == —{Pgﬁ(T—TW)COi{ 0)— = —|+v| ==

: p r de ar
concern. Researchers continue to look for new methods of heat
transfer control. The use of porous material to alter the heat trans- 1ov v 1 2au
fer characteristics has been reported by several researchers includ- + Tor 2 + 292 + 290 (3)
ing Vafai and Huand6], Al-Nimr and Alkam[7], and Abu-Hijleh
[8]. Common wisdom has it that baffles can be used to reduce the dT v dT )
heat transfer in both natural and forced convection situations. To Ut og=aVeT (4)

the best of the author’s knowledge, there is no documented work

that details the effect of baffle height and number of baffles usédere,

on the mixed convection heat transfer from an isothermal cylinder 2 1 1 2
in cross-flow at different values of Reynolds number and buoy- V=l S+-—+ _2}
ancy parameter. This paper presents the numerical results of using are o ror reae

low conductivity baffles on the cylinder’s outer surface in order tgquations(1)—(4) are subject to the following boundary condi-
reduce the heat transfer from the cylinder to the surrounding fluigons:

The fluid under consideration is air. The elliptic momentum and ) )

energy equations were solved numerically using the streaml- On the cylinder surface, i.a.=r,; u=v=0, andT=T,.
function-vorticity method on a stretched grid. This detailed study 2- Far-stream from the cylinder, i.¢+%; u—U., cos() and
included varying the Reynolds number ({Rel0, 40, 100, 200), v——U,sin(). For the temperatureT, the far-stream

buoyancy parameter x0,0.5,1,2,5), number of bafflesB( ZOSUQ?Za)ryancdor:idnltlgﬂtﬂl(fwdé\gédﬂeg ;?Ztoar?: 3';/“20;"/07;(2;3

Contributed by the Heat Transfer Division for publication in th®URNAL OF r_eglons, Fig. 1. The far-stream temper.ature boundary condi-
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 16, t|0nls areT—T, f’ind dT/9r—0 for the inflow and outflow
2000; revision received July 22, 2002. Associate Editor: D. A. Kaminski. regions, respectively.
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Fig. 1 Schematic of the flow field and physical parameters
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Fig. 4 Variation of the normalized Nusselt number with num-
ber of baffles at different values of baffle height and buoyancy
parameter, case of Re ;=10

Fig. 3 Code verification for the case of a smooth cylinder

) The following nondimensional groups are introduced:
3. On the baffle surfacey=v=0. Since the baffles are as-
sumed to be very thin and of very low conductivity, there r

u

will be no heat conduction along the baffles. Thus, the tem- R=~, U=—, V .
perature at any point along the baffle will be the average ° U Ueo
temperature of the fluid just above and below the baffle, i.e.,
Ti=(Tj+1+T_1)/2, see Fig. 2. The baffles are equally (T-T.) (P—P=)

. : p=——"", P=— " (6)
spaced around the perimeter of the cylinder. (To—T.) 1,02

2 %

The average Nusselt number on the cylinder surface, based on
diameter, is calculated as Using the steam function-vorticity formulation, the nondimen-

on D fzw IT(r.0)r sional form of Eqs(1)—(4) is given by

— 1D
NUD:E?J'O h(0)d9:—ﬂ . (TO_TI) a6 (5)

w:Vzgl/ ()
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where the nondimensional stream-function and vorticity are given

by
S lay Y
U= -0, V=——2 (10)
The new nondimensional boundary conditions for E@g-(9) are
given by
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Fig. 6 Distribution of the local Nusselt around the cylinder for
the case of Re ;=10 and H=3 at different number of baffles, at
k=0 (top) and k=5 (bottom). Direction of x-axis reversed to
reflect flow direction.

1. On the cylinder surface, i.eR=1.0; ¢=0J¥/IR=0,
=92yl 9R?, and p=1.0.

2. Far-stream form the cylinder, i.eR—~; 1/R (dld6)
=cos(@) and @yl JIR)=sin(g). For the nondimensional tem-
perature,=0 and @¢)/(dR)=0, for the inflow and out-
flow, respectively.

3. On the baffle surfacey=0, w=—(1/R?)(5*yl6?), and
¢ij=(dij+1+ dij-1)/2.

In order to accurately resolve the boundary layer around cylin-
der, a grid with small radial spacing is required. It is not practical
to use this small spacing as we move to the far-stream boundary.
Thus a stretched grid in the radial direction is neefi@d This
will result in unequally spaced nodes and would require the use of
more complicated and/or less accurate finite difference formulas.
To overcome this problem, the unequally spaced grid in the physi-
cal domain R, ) is transformed into an equally spaced grid in the
computational domaiiié, ) [9], Fig. 2. The two domains are re-
lated as follows:

R=e"¢, (11)

Equations(7)—(9) along with the corresponding boundary condi-
tions need to be transformed into the computational domain. In
the new computational domain, Ed3)—(9) are transformed to:

0=mn

1 [Py Py
w= ? ng‘f‘ TT]Z (12)
FPo  Fo i o i Ré& e
a8 G R am € 9 am) For |[CNT g
a
—sin(7n) ;j (13)
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of Reynolds number (Rep)=10, buoyancy parameter (x)=0, and baffle height (H)=3

P 9 apap o E=me™ 15
i S L w (15)
dE an dn d¢ IE dn

where, The transformed boundary conditions are given by
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Fig. 8 Streamline and isothermal contours at different number of baffles (from top: B=0, 2, 3, 4, and 5) for the
case of Reynolds number (Rep)=10, buoyancy parameter (x)=>5, and baffle height (H)=3

1. On the cylinder surface, i.e£=0; ¢y=dyYldé=0, w 3. On the baffle surfacey=0, w=—(1/7?) (0?4l 3&?), and
= (L)Yl 9¢%, and p=1.0. b= (dij+1+ bij_1)/2.

2. Far-stream from the cylinder, i.&—%; dyld&=E sin(6). o ) ]
In the inflow regionjw—0 and¢— 0. In the outflow region;  The elliptic system of PDEs given by Eq42)—(14) along with

dwl 9¢—0 anddpl9é— 0. the corresponding boundary conditions was discretized using fi-
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Fig. 9 Streamline and isothermal contours at different number of baffles (from top: B=0, 4, 5, 8, and 11)
for the case of Reynolds number  (Rep)=100, buoyancy parameter (x)=0, and baffle height (H)=0.75

nite difference method. The resulting system of algebraic equdetermine the effect of each of these parameters on the solution.
tions was solved usi_ng the hybrid schefd®]. _Such a method This was done to insure that the solution obtained was indepen-
proved to be numerically stable for convection-diffusion probdent of and not tainted by the predefined value of each of these
lems. The finite difference form of the equations was checked fBérameters. The testing included varying the value fobm 103
consistency with the original PDES]. The iterative solution pro- t0 106, R, from 5 to 50,N from 100 to 200, and from 100 to

cedure was carried out until the error in all solution variallzs . .

o, ¢) became less than a predefined error leie! Other pre- 200. The results reported herein are based on the following com-
defined parameters needed for the solution method included fHgation:N=148-157M=170—180R..=20, ande=10"°. The
placement of the far-stream boundary conditid®,. and the Vvariation in the number of grids used in the radial and tangential
number of grid points in both radial and tangential directidds, direction was baffle number and baffle height dependent. The

andM, respectively. Extensive testing was carried out in order tariation is required in order to insure that all baffles coincide

Journal of Heat Transfer DECEMBER 2002, Vol. 124 / 1069

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with one of the grid’s radial lines and that the edge of the bafflesore significant reduction in the overall Nusselt number. As the
coincide with one of the grid’s tangential lines, Fig. 2. The resdsuoyancy parameter increases, the flow direction changes and the
lution of the grid used is better than most grids used in publishedlvantage of the odd number of baffles over an even number of
studies of forced convection from a heated cylinddr. Previous baffles starts to decrease. In Fig. 4, andcat5, this advantage
work by the authof5] showed that the mixed convection Nusselhas vanished and increasing the number of baffles results in fur-
number can be related to the forced convection Nusselt numtieer reduction in the normalized Nusselt number, regardless of the
via a mixed convection parametaﬁeRq%OW%KO-Z%f), This pa- number of baffles. Figure 6 shows the local Nusselt number dis-
rameter combines the effects of forced convection, representedtiution around the cylinder for the case ofRel0 andH=3 at
Reynolds number, and natural convection, represented by gifferent number of baffles, a¢=0 (top) and«x=5 (bottom). The
buoyancy parameter. Figure 3 shows the ratio of mixed to forc&ffectiveness of an odd number of baffles at low buoyancy param-
Nusselt number versus the mixed convection parantejdor the eter can be seen clearly in this figure. The same trend can be seen
data of Badf3], Ahmad[4], and the results of the current code foin Figs. 7 and 8 which show the streamline and isothermal con-
the case of a cylinder without baffles, reference case. The currégitrs for the same cases shown in Fig. 6. At higher values of
results are well within the range of the published data. Reynolds number, Fig. 5, the advantage of odd number of baffles
continues at higher number of baffles in what resembles a “har-
Results monic” behavior. Figure 9 shows the streamline and isothermal
contours for the case of Be&100,H=0.75, andk=0 at different
The presence of the baffles has an effect on both the hydrodyimber of baffles. The harmonic change in the heat transfer from
namic as well as the thermal characteristics of the flow. Thie cylinder can be easily identified by the extent of the horseshoe
baffles tend to obstruct both the natural and forced convectiggbthermal contour downstream of the cylinder.
heat transfer currents from the cylinder surface, thus reducing the
heat transfer from the cylinder to the surrounding fluid. The cal-
culated Nusselt number of a cylinder with baffles, at a given co onclusion
bination of Reynolds number and buoyancy parameter, is normal-
ized by the Nusselt number of a smooth cylinder, no baffles, at theThe changes in the mixed convection heat transfer from a cyl-
same combination of Reynolds number and buoyancy paramef@ﬁl_er in cross flow due to the addition of low conductivity baffles
This way the relative magnitude of the change in the heat transi@s studied numerically. The study covered a wide range of pa-
due to the baffles can easily be deduced using such representafi@meters: 10Re;<200, O< k<5., 0=B=<18, and 6sH=<3. The
Figures 4 and 5 show the change in the normalized Nussggneral trend is that an increase in the baffle number and/or height
number at different combinations of number of baffles, baffleesults in an reduction in the heat transfer from the cylinder, as
height, and buoyancy parameter, at Reynolds number values offigch as 75 percent. The baffles are most effective at high values
and 100, respectively. The study included the effect of all bafflef Reynolds number. A low number of odd baffles is more effec-
and buoyancy parameters at four values of Reynolds numiiie than an even number of baffles at low values of buoyancy
(Rey=10, 40, 100, 200). The data analysis showed that the trepgrameter. This advantage extends to higher number of baffles at
at Rg=40 was similar to that at Re=10 while the trend at higher values of Reynolds number. This advantage is not present
Re,=200 was similar to that at Re=100. Thus for space consid- at high values of buoyancy parameter. There is an optimal baffle
erations, only the results at Re10 and 100 will be included in height, Reynolds number dependent, for maximum heat transfer
this paper. The general trend is that an increase in the numberreguction beyond which an increase in baffle height does not re-
baffles and/or the baffle height results in a reduction in the nagult in further decrease in heat transfer.
malized Nusselt number. The reduction was as much as 75 per-
cent, Fig. 5. At low Reynolds number and buoyancy parameter,
Fig. 4, increasing the number of baffles beyond a certain valpgomenclature
results in minimal reduction in the value of normalized Nusselt
number. This indicates that there is an optimal number of baffles
for maximum heat transfer reduction. This is not the case at high
values of Reynolds number and/or buoyancy parameter. For such

= number of equally spaced baffles
cylinder diameter, 2,

parameter in computational domaing™

cases, the reduction in the normalized Nusselt number continues 9 = gravity ) _

as the number of baffles increases. At high values of Reynolds Gr = Grashof number based on cylinder radigg(T,
number, there is an optimal baffle height, B, beyond which an —T)rafv?

increase in the baffle height does not result in further reduction inGrp = Grashof number based on cylinder diametg8(T,
the normalized Nusselt number, Fig. 5. At high values of Rey- —T.)D%v?

nolds number, the thermal boundary layer is thin. The reductionin H
the heat transfer from the cylinder is caused mainly by the baffle/ h
thermal boundary layer interaction. The part of the baffle that is  k
outside the thermal boundary layer has little effect on the thermal M
boundary layer and resulting heat transfer from the cylinder. Thus N
increasing the baffle height beyond a certain value, ReynoldsNup
number dependent, has minimal effect on the normalized Nusselt P
number. p
Figures 4 and 5 show an interesting behavior in the change in Pr
the normalized Nusselt number at low buoyancy parameter. In R
Fig. 4, increasing the number of baffles from 3 to 4 results inan  r
increase in the normalized Nusselt number. This was especially ry
clear for the case=0. The cause of this is the way the baffles are Re
arranged around the cylinder perimeter. Recalling that the firstRe,
baffle is always located a&=0, an odd number of fins results in
baffles located further up in the incoming stream, Fig. 1. The local
Nusselt number is highest at the upstream side of the cylinder.
Placing more baffles on the upstream side of the cylinder will
result in more reduction in the local Nusselt number, and thus

e <cCH
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non-dimensional baffle heighty /r,

local convection heat transfer coefficient
conduction heat transfer coefficient

number of grid points in the tangential direction
number of grid points in the radial direction
average Nusselt number based on cylinder diameter
nondimensional pressure

pressure

Prandtl number

nondimensional radius

radius

radius of baffle

Reynolds number based on radiuk,r, /v
Reynolds number based on diametér,D/v
temperature

nondimensional radial velocity

radial velocity

nondimensional tangential velocity

tangential velocity
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Introduction irradiation. The absorbed component can then be used as input
It is common for a louvered shading device, such as a Venetig'to a thermal analysis that is solved independently. ;
blind, to be mounted on the indoor surface oféwindow to provi he present Stqdy examines th_e influence of heated horizontal
Y L . dl uvers(representing irradiated blind slatsn the local and aver-
privacy and_ to con_trol da_y-llghtlng. In addition, th_e Presence Qlqe convective and radiative heat transfer from a vertical isother-
these shading devices will gffect natural convection anq radight surface(representing a windowThe investigation was con-
heat exchange from the window. As a result, there will be @,cteq using a finite element model of this same system.
change in the heat transmission and solar heat gain, through th@ gyancement in the analysis of shade and window systems will
window. _ be of benefit to industry standard software such as Vigigrand
At present, advances are being made that demonstrate the cQ@Fhdow [6]. Both provide a one-dimensional analysis of the ra-
plex thermal interaction between a shade and a window, in thgtive and convective heat transfer through a window, where con-
absence of solar irradiation. Several preViOUS studies have exXaf8ction from the indoor surface is obtained using accepted corre-
ined the effect of a Venetian blind on the free convective hepitions for an isothermal vertical flat surface. The effects of
transfer at an indoor glazing surface when there is no solar irighading devices are neglected in the mentioned software due to
diance (i.e., for “nighttime” conditions. Machin et al.[1] per- their inability to analyze the complex geometry of these systems.
formed interferometry and flow visualization. Their experimenthis study has the ultimate intention of producing simplified cor-
used a Mach-Zehnder Interferometer to examine the local arglations, to aid in adapting window analysis software to the ex-
overall convection coefficients from the surface of an isothermamination of window and shade combinations.
surface at various blind to surface spacings and louver angles.
They found that when an aluminum blind was placed close to t%g] .
surface, the slats caused a strong periodic variation in the lo |y5|cal Model
Nusselt number distribution. Ye et aJ2] conducted a two- In this study, the indoor glazing surface was idealized as an
dimensional finite element study of this problem. In that study, thsothermal vertical flat surface of heigklj that was heated to
effects of thermal radiation were neglected and the blind slamperature T,) above the ambient room temperaturge,f. A
were modeled as zero thickness, no-slip, impermeable surfaces/éhetian blind consisting of seventeen horizontal louvers, was
similar numerical study has been done by Phillips ef3dl.which  positioned a nominal distang®) from the surface and the indi-
included the effect of heat conduction along the blind slats, anéual slats were inclined at an angle with respect to the horizon-
radiation heat exchange. Their improved model showed excelldat (¢). A heat flux @,) was applied to one side of each slat to
correlation with interferometric data. simulate the solar radiation absorbed by the blind. Figure 1 shows
In the present investigation, a move from the previously meithe system geometry and a photograph of the physical system on
tioned “nighttime” models, to a “daytime” model that includes Which the geometry was based. o
the effects of incident solar energy has been performed. GenerallyThe numerical model was an idealized approximation of a real
such systems can be examined using solar-thermal Sepa[mlionfenestratlon. For an actual vymdoyv, there WI||.be frame effects and
which assumes that the short wave solar radiation, and long wa¥dy the center-of-glass region will be nearly isothermal. Also, the
radiative heat transfer can be examined separately for a giv@gfual indoor glazing temperature will increase with the solar ir-
system. An optical analysis of the system will determine directfdiance, rather than being fixed. However, the idealized system

transmitted, reflected through, and absorbed components of sd&8 consistent with an experimental model, and these simplifica-
tions eliminate several secondary parameters, such as the frame

Contributed by the Heat Transfer Division for publication in th®URNAL OF geometry and the glazmg external thermal boundary cc_>nd|t|on._
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 18, 2001, The sIa;s were modeled fiﬁer those from a commerua[ly avail-
revision received March 7, 2002. Associate Editor: C. Amon. able aluminum Venetian blind. The slats had a widih, thick-
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Fig. 1 System geometry (left), computational domain  (mid) and photo (right)

ness(t), an arc length and a radius of curvature) typical of Governing Equations

many commercially available products. The slats were held at a . . .
pitch of ps=22.2 mm. This slat pitch ratiopsiv=7/8) is typical In developing the numerical model, a number of assumptions

of many commercially available Venetian blinds. The slats wef@ve been made. These include
assumed to have a uniform hemispherical emissivity=(ey, « The flow is steady, laminar, incompressible and two-
=0.81) and thermal conductivityk(). dimensional.

It was decided that two surface temperatures, one level of irra-, The thermo-physical properties are constant, except for fluid

diation, one nominal blind spacing, and three blind angles would density, which is treated by means of the Boussinesq approxi-
be examined. An additional set of test runs at 0 deg slat angle, mation.

with an increased nominal_ distanc_e, aIIows_ for an exami_nation of, Gray diffuse radiation exchange between the window, blind
the effects of surface to blind leading edgej.e., 7.3 mm tip-to- and room has been considered, and the fluid is a nonpartici-
surface spacing can be examined despite the fact that the louver pating medium.

angle changes).

Numerical model parameters that remained constant for all ex-For the purposes of model execution, the problem has been
periments are given in Table 1. Table 2 shows the sequencenehdimensionalized. The dimensionless governing equations for
numerical conditions. Fluid properties were evaluated at an edtie fluid are
mated film temperature of 300 K and were taken from Touloukian
et al.[7-9]. Film temperatures predicted by the numerical model

after the present analysis showed that the average fluid tempera- ﬂ+ Q:O @
ture was between 297 K and 302 K for all validation cases. X Y
Table 1 Constant input variables
! (mm) ps {mm) w (mm) t (mm) rc A &, Eo k, (W/m-K)
(mm,deg)
379.6 22.2 25.4 0.17 52.3,27.3 0.81 0.81 1.00 120
Table 2 Sequence of numerical conditions
Case 9 (W/m®) 7.(K) T, (K) ¢ (deg) b (mm) n (mm)
1 125 297 283 0 15.4 3.0
2 150 297 298 0 15.4 3.0
3 125 297 283 0 20.0 7.3
4 150 297 298 0 20.0 7.3
5 125 297 283 45 15.4 7.3
6 150 297 298 45 15.4 7.3
7 125 297 283 -45 154 7.3
8 150 297 298 -45 15.4 7.3
Journal of Heat Transfer DECEMBER 2002, Vol. 124 / 1073
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The above equations have been cast in dimensionless form
ing the following dimensionless variables

X y u ¥ (m)
X=+ Y=+ U=—0p 6 _ ) - .
I I aill Fig. 2 Convective and radiative heat flux for validation case 1:
b=15.4mm, ¢=0deg, T,=283 K. The solid and dotted lines
v pI2 " T represent radiative and convective heat transfer respectively.
V= m = wia = -|-_00 Slat positions are superimposed on graphs for clarity.

Note that the temperature has been scaled using the absolute am-
bient temperature because of the coupled radiative heat transfen; the surface of the slats, no-slip and impermeability condi-
As aresult, in Eq(3) the modified or “Radiation” Rayleigh num- jons apply U=V=0). Continuity conditions for temperature

ber (R&) has been defined as and heat flux also apply at this solid-fluid interface, which can
9B;T..I3 best be expressed in dimensionless form as:
Rar= s (6) IT* IT* ool aqjl
MoroN| e Ny KT1 KTy (12
However, the results will be presented in terms of the conven- solid flud 0 R
tional Rayleigh number (Rp whereN is the normal vector anid ¢ is the blind to fluid conduc-
9B(To—T.)I3 tivity ratio. .
Ra:fp—w ) Equations(1) through (11) have been solved subject to the
afUs specified boundary conditions using a finite element method.

Nine-node quadratic elements with biquadratic interpolation func-
tions were used for temperature and velocity. Pressure was elimi-
Ra=RaQ(T; -1) 8 nated from the_mom_entum eqL_Jations using the pe_nelty formul_a-
tion [11]. The discretized equations were solved using successive

Steady conduction in the solid blind is governed by Fourier'substitution, with incremental loading and under-relaxation to

The relationship between Rand Rais

Equation in Laplacian form speed convergence.
- - Numerical accuracy was checked in a number of ways. Exten-
i n i -0 ©) sive grid density and far field boundary testing has been {®he
ax2 = gT? Based on this testing, a graded mesh with approximately 27,000

. . . nodes was used. Referring to Fig. 1, upgeE) and lower(AB)
The dimensionless flux to the top of each slat surface is entrance regions were set at a dimensionless height of 0.105, and
Qo the dimensionless domain width was set at 0.171. At these values,
a T (10) the average convective and radiative Nusselt number data were
T found to be grid and boundary independent. The ability of the

The radiative heat transfer was calculated using the net ragfgodel to model free convection from a vertical pldteith no
tion method[10], assuming all surfaces to be gray and diffusé!ats)was also compared to Ostrach®2] boundary layer solu-

The dimensionless radiative heat flux from each sub-surfafe ( tloln. ':'hatdanaly5|ls shomged agreen(;eent 4d.10percent dlﬁs;fence in the
was calculated as follows calculated Nusselt number at Ral0°, and 0.8 percent difference

at Ra=1C%. Finally, numerical results have been verified experi-
S 1 N mentally in a companion papét3].

N
e
T ‘)q,*=Nch21 Fy(Te=Tr @)

1\ €j

. Results and Discussion
where For clarity in presenting the results, the dimensional flux is
3 presented instead of the Nusselt number. Due to the fact that the
and Npe=———on isothermal surface can be hot or cold, negative and positive Nus
K selt numbers result, where the sign is not indicative of the direc-
tion of heat flow. For the present convention, positive flux is from
the surface, while negative is into the surface. Local and average
at flux rates can be seen in Figs. 2 to 9 and Table 3 respectively.
\ég_fat positions are shown in gray in Figs. 2 to 9.
The convective and radiative flux for the cold surface was con-
sistently larger in magnitude than that for the warm surface when
U=V=0, T*=T* GH considering cases involving identical geometry. For example, the
P convective flux for the cold surface was 52 percent larger in mag-
Uu=v=0, T* :T; FG, HA nitude than that for the warm surface when considering cases 1
and 2. The remaining cases show an increase of 141 percent be-
dU/oX=V=0, T*=1 BCDE tween the cold and hot surface results. The average radiative heat

*

G T

In Eg. (11), Ngc the radiation-to-conduction interaction
parameter.

A sketch of the dimensionless computational domain is sho
in Fig. 1. Referring to Fig. 1, the dimensionless boundary con
tions are
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Fig. 3 Convective and radiative heat flux for validation case 2:
b=15.4mm, ¢=0deg, T,=298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

flux for the cold surface was 162 percent larger than that for tﬁ
warm surface when considering 0 deg slat tilt, i.e., cases 1 ver:

2, and 3 verses 4. The45 deg and-45 deg tilt angles show an

increase of 108 percent between the cold and hot surface results,
i.e., cases 5 verses 6, and 7 verses 8. In all cases, the averag
transfer occured in the direction of the surface. This is a signi
cant point. Conceivably, heat transfer at the window surface m
occur when no surface-to-air temperature difference exists due
heating of the shade layer. As such, a modified interior heat tral

0.000 3 0.050 0400 {61501 10200 10260 0.300 i 0350

7

q (Wim')

-110

-130 -
y {m)

Fig. 4 Convective and radiative heat flux for validation case 3:
b=20.0 mm, ¢$=0deg, T,=283 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

e ) X .
]lpuvers and plate are representative of those found in many win-
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Fig. 5 Convective and radiative heat flux for validation case 4:
b=20.0 mm, ¢#=0deg, T,=298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.
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Fig. 6 Convective and radiative heat flux for validation case 5:
b=15.4 mm, ¢=45deg, T,=283 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

ar coefficient may be indeterminate. It does not, however, prevent
lysis of the heat transfer at the inner glass, or analysis of a

enestration from that perspective.

g he radiative and convective heat transfer are of the same mag-

e for the cases examined. Although the emissivities of the

g w and shade systems, it does present the possibility that thermal
ects of the system can be controlled to a significant degree by

rr]'ggdifying emissivities. Decreasing the glass emissivity should re-

sult in less radiant exchange between the louvers and room, and

-50 4

q (Wim’)

270 4
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-110 4

-130 -
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Fig. 7 Convective and radiative heat flux for validation case 6:
b=15.4 mm, ¢=45deg, T,=298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.
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Fig. 8 Convective and radiative heat flux for validation case 7:
b=15.4mm, ¢=—45deg, T,=283 K. The solid and dotted
lines represent radiative and convective heat transfer respec-
tively. Slat positions are superimposed on graphs for clarity.
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107 and angle of a blind louver has little effect on the thermal char-
' ' 0100 0150 0200 0250 . 0300 - 0350, acteristics of the system, unless the blind is very close to the
A R indoor glass surface.
10 The final trend evident from this data is the steady and periodic
“ % nature of the data. If the first five slats from the bottom and top of
g 501 each model are disregardey, andqg do not change significantly
z with location. Previous investigatior4,3] have also suggested
7 707 that the blind may suppress boundary layer growth. Together,
o0 | these points give confidence in using the model to predict center-
of-glass heat transfer for larger window and shade systems. Un-
110 4 fortunately, this did not hold true for all of the validation cases. In
cases 4, 6, and 8, the viewfactor between the surface and the
-130 - louvers was large, and the blind slat temperature continued to rise
v with increased distance up the surface, thereby producing a
Fig. 9 Convective and radiative heat flux for validation case 8: gradual INCrease IR . Likewise, an increase was ”Otef_’ in the
b=15.4mm, ¢=—45deg, T,=298K. The solid and dotted level of convective flux from the surface when the blind was
lines represent radiative and convective heat transfer respec- further away and counterflow existédases 3, 5, and 7). While
tively. Slat positions are superimposed on graphs for clarity. some of this increase was due to boundary layer growth, the ma-

jority was undoubtedly a result of end effects. Even though the
cases represented extreme conditions, the increase in radiative and
convective flux was not significant, and should not prevent a

the window. This would result in an increase in the level of atsenter-of-glass analysis with the data.

sorbed solar energy which stays within the room, and a decrease

in the radiative heat transfer to and from the glass surfieee the Conclusions

window would have a higher thermal resistandecreasing the Numerically determined radiative and convective heat transfer

glass emissivity would have the opposite effect. Decreasing tr%m an indoor window glazing with an adjacent horizontal Vene-

blind emissivity would likely result in higher louver temperatures. n blind has been obtained. The followind conclusions were
and greater convective heat transfer from the lovers, but wo q@ ) 9

otherwise have little effect on heat transfer from the glass. Agai fawn from the results.
increasing the louver emissivity would have the opposite effect. « For the cases examined, convective and radiative heat flux
A more significant result is apparent when considering the efras found to be into the surface, despite the fact that for cases 2,
fects of system geometry. In Figs. 2 and 3, for cases 1 and 2, #ie6, and 8, the surface temperature was higher than the ambient
proximity of the slat leading edges and the surface producer@om temperature. This prevents the determination of an equiva-
significant periodic effect on the convection from the surfacgent air film coefficient for the inside glazing, i.e., the hot blind
where an increase in the local convective flux occurs when thg/er would result in negative and indeterminate heat transfer co-
leading edge and surface are positioned close together. In Figsficients. Total heat flux at that boundary, however, may still be
through 9, for cases 3 to 8, when the slat leading edge was furthgséd to determine solar heat gain for the system.
from the surface, the blind angle was observed to have little effecte Radiative and convective heat transfer were of the same mag-
on the convective heat flux. Considering radiative heat flux, fefitude in all cases. Some control heat transfer from the system
cases 1 and 2, when the slat leading edge was closest to ¢beld therefore be accomplished by manipulating the emissive
surface, peaks in the local heat transfer rate were sharper gidperties of the glass and blind.
more distinct than in the other models. In this case, a decrease iR The effect of louver tip to surface spacing was clearly dem-
the local radiative flux occured when the leading edge and surfaggstrated. As the louver is moved away from the surface, the local
were close together. As the blind was moved away from the swonvective and radiative heat flux were less affected by individual
face, the “view” from the surface becomes largely independent ¢uvers. There was little difference between the results of cases 3,
vertical location and slat angle. In cases 3 to 8, while some peg-and 7, and 4, 6, and 8, despite the fact that the louver angle
odicity is evident in both the radiative and convective heat fluxhanged. At a certain spacing, the dimensibmwas no longer
the results of cases 3, 5, and 7 and cases 4, 6, and 8 are fgdded to determine heat transfer from the system. Thermal gain
significantly different. The physical significance of this result isn a window and shade combination cannot be effectively con-
apparent. Solar heat gain is more strongly influenced by the levgilled by these parameters.
of directly transmitted and reflected solar radiation, then the e For the majority of cases, in the middle section of the surface,
inward-flow of absorbed solar radiation. Changing the placemethe local convective and radiative heat flux results tended to be
periodic with very little increase in magnitude. Slight increases in
the radiative flux, however, could be seen under specific condi-
tions. While this growth could conceivably become significant, it

Table 3 Numerically predicted convective and radiative heat was unavoidable, and the validity of a traditional center-of-glass
flux from the su_rface. Results for the middle third of the surface analysis was supported. Future analysis may be needed on a larger
are presented in brackets. system to determine under what conditions this growth occurs.
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= gravity, m/¢

conductivity, W/m-K

conductivity, dimensionless

surface height, mm

louver tip to surface spacing, m

normal vector

Nrc = radiation-to-conduction interaction parameter, dimen-
sionless

Z5 — X x@Q
I

P = pressure, Pa
P = pressure, dimensionless
Pr = Prandtl number, dimensionless
ps = louver pitch, mm
q = heat flux, W/nf
Ra = Raleigh number, dimensionless
rc = louver radius of curvature, mm
t = louver thickness, mm
T = temperature, K
u,v = velocity, m/s
U, V = velocity, dimensionless
w = louver width, mm
X,y = coordinate axis, mm
X, Y = coordinate axis, dimensionless
Symbols
« = thermal diffusivity, n¥/s
B = volume expansion coefficient, I/K
6 = Kronecker delta, dimensionless
& = emissivity, dimensionless
¢ = louver angle, deg.
u = dynamic viscosity, kg/m-s
v = kinematic viscosity, s
o = Stefan-Boltzmann Constant, W#r*
Subscripts
C = convective
b = blind
f = fluid
p = surface
R = radiative
o = ambient/room

Journal of Heat Transfer

Other
* = alternative dimensionless notation
— = average
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Introduction in the numerical model, the experimental setup can only measure

It is common for a louvered shading device. such as aVeneticonvective heat transfer. As such, only data resulting from the
. i 9 P> U8(merical and experimental analysis of free convection will be
blind, to be mounted on the indoor surface of a window to provi

. dt trol dav-lighti In addition. th esented here. However, considering the strongly coupled nature
phrlvacy r?nd' 0 ((j:on_ ro a%/l- Igﬁ ing. In al fuon, the pres(;encz_ f the radiative and convective heat transfer in this system, vali-
these shading devices will affect natural convection and radigiitiion of the convective heat transfer provides excellent confi-
heat exchange from the window. As a result, there will be gance in the radiative model.

change in the heat transmission and solar heat gain, through the
window.
At present, advances are being made that demonstrate the com-
plex thermal interaction between a shade and a window, in tApparatus and Procedure
absence of solar irradiation. Several previous studies have examm the experimental study, the indoor glazing surface was ide-

ined the effect of a Venetian blind on the free convective heglized as an isothermal vertical flat plate of heightthat was
transfer at an indoor glazing surface when there is no solar irlﬁeated to temperaturé’&) above the ambient room temperature
diance (i.e., for “nighttime” conditions. Machin et al.[1] per- (T.). A Venetian blind consisting of seventeen horizontal louvers,
formed interferometry and flow visualization. Their experimenivas positioned a nominal distand® from the plate surface and
used a Mach-Zehnder Interferometer to examine the local afik individual slats were inclined at an angle with respect to the
overall convection coefficients from the surface of an isothermabrizontal(¢). A heat flux (q,) was applied to one side of each
plate at various blind to plate spacings and louver angles. Thshat to simulate the solar radiation absorbed by the blind. Figure 1
found that when an aluminum blind was placed close to the plasows the system geometry and a photograph of the physical sys-
surface, the slats caused a strong periodic variation in the lo¢aim.
Nusselt number distribution. Ye et a]2] conducted a two-  The experimental setup is an idealized representation of a real
dimensional finite element study of this problem. In that study, tHenestration. For an actual window, there will be frame effects and
effects of thermal radiation were neglected and the blind slasly the center-of-glass region will be nearly isothermal. Also, the
were modeled as zero thickness, no-slip, impermeable surfacesictual indoor glazing temperature will increase with the solar ir-
similar numerical study has been done by Phillips ef3l. which radiance, rather than being fixed. However, the idealized system is
included the effect of heat conduction along the blind slats am@nsistent with the numerical model, and these simplifications
radiation heat exchange. Their improved model showed excell@liminate several secondary parameters, such as the frame geom-
correlation with interferometric data. etry and the glazing external thermal boundary condition.

In Collins et al.[4] a move from the previously mentioned The flat plate used for this experiment was machined from two
“nighttime” models, to a “daytime” model that included the ef- sheets of Aluminum. The main sheet had flow channels milled

fects of incident solar energy was performed. In the present stuéijfo the back surface, while the front surface of the pldte
convective heat transfer results, obtained using a Mach-Zehn@&perimental surfagewas precision flat milled. Testing on a co-
Interferometer, are used to validate that numerically model. Add@rdinate mapping machine showed it flat to withi©.046 mm of
tionally, temperatures measured during the experiments will §€ average height. Pins placed in precisely located holes drilled
compared to numerically predicted temperatures. into the front of the plate aided in leveling the experimental model
It should be stated that while radiation exchange was calculaf@@d €xamination of the resulting interferograms. The second Alu-
minum sheet became the backing plate and served to close the
Contributed by the Heat Transfer Division for publication in tf@BNAL OF flow channels with the aid of an. O-ring "?‘”d Ilql.'”d gasketing. The
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 18, 2008SSe€mbled plate was backed with foam insulation and mounted on
revision received March 7, 2002. Associate Editor: C. Amon. an Aluminum stand. An illustration of the plate is given in Fig. 2.
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Fig. 1 System geometry (left) and photo (right)

The plate was heated and cooled using a precision temperatmedian blinds. To simulate solar loading, two thin foil electric heat-
bath. It was intended that the flow channel configuration, in whiddrs (with dimensions 167 mpd 14 mmXx0.15 mm)were bonded
the inlet and outlet coil inward side by side, would make the plate the concave side of each slat. After the heaters were bonded to
essentially isothermal. Ten precision drilled holes were made fraime slats, they were sprayed with paint to give a uniform hemi-
the plate back so that thermocouples could be inserted to jesgherical emissivity £,=e,=0.81). The slat thermal conductiv-
below the test surface of the experimental setup. Testing showsd(k,) was also measured. Fine thermocoupi&s gauge)vere
that the plate remained isothermal to within0.1°C from the bonded to the top surface of the slats using high conductivity
average over the entire surface. epoxy. The thermocouple tips were placed one third the way along
Slats from a commercially available aluminum Venetian blinthe length of the slat and in the center of the slat profile.
were used for this experiment. The slats had a width thickness For each experiment, the blind slats were adjusted to the de-
(t), an arc length and a radius of curvatyre) typical of many sired slat angle using a jig. The blind tip to plate spacing was
commercially available products. The slats were held at a pitch sfibsequently adjusted using gauge blocks. Consequently, the in-
(ps=22.2 mm) by two precision machined steel posts. This slaer slat tip to plate spacing was carefully controlled, and the slat
pitch ratio (psiv=7/8) is typical of commercially available Ve- angle varied slightly from slat to slat because of small dimen-

( 3
o ( D le . e
r

r ~ ¢

. - - .

S
Al | : 110 +<—leveling pins ———————>*+
° _ _J ° ‘e
) ' , ﬁ
SRS i J) e v scale pins *
o JJ *
Flow Channels Front Surface

Fig. 2 Schematic of isothermal plate  (back cover removed for clarity )
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phase when they are recombined. This phase shift produces an
interference pattern in the optical output of the Mach-Zehnder
Interferometer, which can be photographed. When the test beam
and reference beam are parallel upon recombindtiom infinite
fringe mode), the constructive and destructive interference fringes
are isotherms. For an ideal gas, the temperafugerelated to the
fringe shift » as follows

_ TP
~ 27R\T,
3rZp

T @

whereR is the gas constant for a{287.1 ParkgK), \ is the
wavelength of He-Ne laser light (6.328.0 7 m), r is the spe-
cific refractivity of air (1.504<10™% m3/kg), Z is the length of
the model in the direction of beam tray&57.7 mm), ang is the
absolute ambient pressure.

When the temperature gradient in the air at the plate surface
was sufficiently high(approx.dT/dx=1500 K/m), the gradient
was calculated by linear extrapolation using the first two clearly

sional imperfections. This approach was taken because previ visible destructive interference fringes on a scan perpendicular to
P : PP PreVIONR surface. Equating the convective heat transfer rate to the con-

experlmenta_l a}nd numgrlcal studies with an unheateql blind h Gctive heat transfer rate in the air at the surface gives the local
shown that it is more important to control the slat tip to plat?]eat transfer coefficierth), as follows

spacing[1,3]. The vertical position of the blind relative to the
plate was such that the lower tip of the first slat was in line with

Fig. 3 Comparison of infinite fringe (left) and wedge fringe
(right) interferograms

the plate leading edge when the blind was fully closed. _ d_T
Due to optical restrictions, the maximum interferogram size Pdx| _,
could only be 0.20 m in diameter, whereas the experimental model h= W 2
p Tw

was 0.38 m high. As a result, accounting for some picture overlap,
and the loss of some information at the top and bottom of trwh

) . . . . erek
circular interferogram, it was decided to examine the plate
three distinct sections. The plate and blind were mounted o
table that allowed control of the experimental model's vertic%{,a

position. Interferograms were then taken at the bottom, middlﬁm be obtained from the above extrapolation procedure. A new

and top of the experimental model. . interferometric technique has been developed recently to over-
An optical window mounted in a sheet of acrylic was placed o

. . Come this problem. Naylor and Duarfg] have shown that the
each end of the model. This assembly prevented entrainment Oft%%perature gradient can be measured directly from a wedge

into the sides of the model, promoting a more two dimension nge interferogram. In the wedge fringe mode, the optics are
fl(.)w. and temperature fl(;ld. To reduce the effect of air curren %justed to produce constant fringe gradient with a spacin@
within the laboratory, the interferometer was located inside a Iargﬁe y-direction, which is superimposed on the fringe field caused

unventilated enclosure. bitemperature variations. In the ambient, the wedge fringe shift
|

(o measure the neat ransfer cosficionts. In his mSurumen, Tghie"SeCls the plate surface at an anglst has been shown that
: P local convective heat transfer coefficient is related to this

from a 10 mW He-Ne laser is split into two beams of approXig; <o 2nale b
mately equal intensity. One beam passes through the uniform tem-9 gie by
perature ambient air, and the other beam passes by the experimen-

is the thermal conductivity of the air evaluated at the
rﬁate surface temperaturd ).

or some experiments the temperature gradient at the surface
s very low and an accurate measurement of the gradient could

2
tal model. Because of changes in index of refraction in the heated h= 2RAT Ky ?)
air surrounding the model, the two light beams are no longer in 3rZp(T,—T.)d tana
Table 1 Constant input variables
! (mm) ps (mm) w (mm) t (mm) rc &, & En k, (W/m-K)
(mm,deg)
379.6 22.2 25.4 0.17 52.3,27.3 0.81 0.81 1.00 120

Table 2 Sequence of experimental /numerical conditions. Experimental target is in brackets.

Case gy (W/mz) T..(K) T, (K) ¢ (deg) b (mm) n (mm)
1 123.9 (125) 296.7 (297) 283.3 (283) 0 15.4 3.0
2 151.5 (150) 296.2 (297) 298.3 (298) 0 15.4 3.0
3 124.5 (125) 296.2 (297) 283.3 (283) 0 20.0 7.3
4 151.5 (150) 296.7 (297) 298.3 (298) 0 20.0 7.3
5 124.0 (125) 296.5 (297) 283.3 (283) 45 15.4 7.3
6 151.1 (150) 296.2 (297) 297.8 (298) 45 15.4 7.3
7 124 .4 (125) 296.7 (297) 283.3 (283) -45 15.4 7.3
8 151.3 (150) 296.7 (297) 298.3 (298) -45 15.4 7.3
1080 / Vol. 124, DECEMBER 2002 Transactions of the ASME
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Fig. 4 Comparison of isotherms for all cases. Interferometric (left) and numerical (right).

The local convective heat transfer coefficient was obtained byuver angle changgsSteady-state data was collected over a pe-
measuring the angle of intersection of a line of constant fringéod of approximately 30 min for each experimental case.
shift with the plate. An example of an infinite and a wedge fringe Experimental parameters that remained constant for all experi-
interferogram is given in Fig. 3. ments are given in Table 1. Table 2 shows the sequence of experi-
Data was collected in conjunction with the numerical tests deaental and numerical model conditions. Fluid properties were
scribed in Collins et all4]. As such, two plate temperatures, on@valuated at an estimated film temperature of 300 K and were
level of irradiation, one nominal blind spacing, and three blinthken from Touloukian et a[6—8]. Film temperatures predicted
angles would be examined. An additional set of test runs at O dieg the numerical model after the present analysis showed that the
slat angle, with an increased nominal distance, allows for an exverage fluid temperature was between 297 K and 302 K for all
amination of the effects of plate to blind leading edgéi.e., 7.3 validation cases.
mm tip-to-plate spacing can be examined despite the fact that théVith any experimental investigation there is always a certain
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Fig. 5 Convective heat flux for validation case 1: b=15.4mm, ¢=0deg, T,=283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

degree of unavoidable uncertainty. Since Mach-Zehnder interfenents to estimate the uncertainty of the final result. If each inde-
ometry is a widely used technique for quantitative heat transfpendent variable was given the same odds, then the relation be-
(and other)measurements, a considerable amount of attentibmeen the uncertainty for the variabléx,, and the uncertainty
[9,10,11,12]has been directed towards the corrections that afer the resultSR, would be

recommended when deviation from when ideal two-dimensional

conditions exist. A discussion of probable sources of error inher- IR 2 7R 2 R 2

ent in this type of study was done by Machit3]in his Thesis. SR= =+ \/ — 5)(1) +(7 o | 4| — 5)(”) %)
The errors discussed were end effects, refraction, diffraction, mis- Xy X7 MXn

alignment, beam convergence/divergence, fringe center location

and scale factor. Attention should be drawn to relative magnitude of the uncertain-

An uncertainty analysis has been performed on the data usiiigs in this root-sum-squared technique. Very little would be ac-
the method of Kline and McClintockl4]. This method uses the complished in reducing the uncertainty of any of the smaller vari-
relative uncertainty in the various primary experimental measurables as the square of the larger variables dominate the total

10

T T T T T X

16008 0.150 0.200 0.250 0.303{_ 0.350

10.100

q (W/m®)

©
o
1

-110 ~

-130 -
y (m)
Fig. 6 Convective heat flux for validation case 2: b=15.4mm, ¢=0deg, T,=298 K. Points represent

interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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Fig. 7 Convective heat flux for validation case 3: b=20.0 mm, ¢=0deg, T,=283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

uncertainty in the final result. In this experiment, the accuracy a2 and Table 3 respectively. Slat positions and experimental un-

temperature measurements dominated the uncertainty. certainty are shown in gray in Figs. 5-12.
The experimental data correlated well with numerical results.
Results and Discussion For the majority of cases, the error is within the uncertainty of the

For clarity in presenting the results, the dimensional flux ha@(perlmentally d_etermlned resu!ts. More importantly, t_he |nstan_-
been presented instead of the Nusselt number. Due to the fact tREOUS convective flux, shown in Figs. 5-12, agree with numeri-
the isothermal plate can be hot or cold, negative and positig@!ly obtained data both in trend and magnitude. Visibly, the sur-
Nusselt numbers result, where the sign is not indicative of theunding temperature field, as shown in Fig. 4, also shows
direction of heat flow. For the present convention, positive flux @xcellent agreement.
from the plate, while negative is into the plate. A comparison of While the quality of the experimental/numerical comparison is
numerically and experimentally obtained isotherms is given igood, a number of discrepancies are evident in the experimental
Fig. 4. Local and average heat flux rates can be seen in Figs. &ata. It is advantageous, at this point, to identify these problems

0.:00 6.150 ° 0.200 0.250 0.300 0:350
i : : T ,1 E T

&~ =50
g
3
= .70 A

-90

-110 A

-130 -

y (m)

Fig. 8 Convective heat flux for validation case 4: b=20.0 mm, ¢=0deg, T,=298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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Fig. 9 Convective heat flux for validation case 5: b=20.0 mm, ¢=45deg, T,=283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

and discuss their significance. They include aspects of modeledt was expected that the top and bottom slats in each case would
verses experimental inlet and outlet conditions, as well as ddfie affected by the radiative heat transfer conditions set in the
ciencies in the experimental method. numerical model. The temperature was not set as a boundary con-
As indicated in Table 3, the experimentally measured averad#ion on the top and bottom sections of the numerical model
heat flux for case 2 was found to be 25 percent lower than thecause those could either be regions of inflow or outflow. The
numerically predicted results, even though the results shown rediation model, however, must use the temperature of these sec-
Fig. 5 appear to be accurate. The discrepancy is a result of tiens to calculate radiant exchange between the slats and the room
wedge fringe method of analyzing interferometric data. In this the direction of the inlet and outlet. As a result, the bottom and
particular case, the fringe angle can only be measured on tiop slats are largely radiating to the fluid temperature at the inlet
fringes themselves, which are spaced by a distahcd/ith this and outlet, as opposed to tfie . It can be seen in Figs. 5 through
spacing, the extreme peaks demonstrated by the numerical resiftghat this did not have any noticable effect on the end slats.
have been missed, resulting in an underprediction of the averag®ne significant difference between the numerical model and the
heat flux. experiment existed at the bottom and top edges of the plate. In the
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Fig. 10 Convective heat flux for validation case 6: b=20.0 mm, ¢=45deg, T,=298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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Fig. 11 Convective heat flux for validation case 7: b=20.0 mm, ¢=—45deg, T,=283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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Fig. 12 Convective heat flux for validation case 8: b=20.0 mm, ¢=—45 deg, T,=298 K. Points represent

interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

) ) Table 3 Comparison of predicted and measured convective
experiment, flow was entrained around the sharp edge of the plateat flux for the plate. Results for the middle third of the plate
In the numerical model, an adiabatic wall continues above aacke presented in brackets.

below the plate. While this difference has no identifiable effect — —

cases where the plate was warmer than the ambiient cases 2, Case q Numerical 4 Experimental
4, 6, and 8), it did have an effect on the cases where the plate (W/m?) (W/m2)
cooler than ambienti.e., cases 1, 3, 5, and 7). In particular, thd ] 792 (-79.0) 5.1 (76.1)
top portion of data from case 3 does not follow the experiment - - . -
results as well as any of the other cases. During the experim 2 -52.2 (-57.1) -39.2 (-43.4)
air flowing downward from the cold plate is entrained around t 3 -64.0 (-60.8) -55.8 (-56.7)
sharp lead edge of the plate, while hot air from the blind rises al 4 -27.5 (-32.0) -25.1(-28.9)

is guided away from the plate by the momentum of the air flo 5 -56.1 (-56.1) -53.1 (-53.4)
which was developed on the room-side of the blind. This allow 6 -21.3(-29.7) -20.6 (-27.0)
the boundary layer on the plate to grow unhindered to the topm 7 624 (-59.5) 2613 (-60.5)
slat as if no blind was present. By contrast, because the numeri - - - -
model assumes that the unheated wall continues above the he § 276 (318) -28.9 (:33.4)
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Table 4 Comparison of predicted and measured blind slat temperatures.

M and E denote modeled and experimental results,

respectively. Experimental measurement accuracy is +0.2 K.
Case T Slat 4 T Slat 6 T Slat 8 T Slat 10 T Slat 12 T Slat 14
(K) (K) (K X) (X) €\9)
M E M E M E M E M E M E
1 299.9 301.0 300.0 301.1 300.0 301.2 300.0 301.5 300.0 301.7 300.1 301.0
2 309.4 309.3 309.6 309.2 309.7 309.2 309.8 309.7 309.8 309.8 309.8 309.6
3 303.1 303.3 303.1 303.2 303.1 | 303.2 303.1 303.8 303.1 303.7 303.0 303.8
4 309.8 309.7 310.7 310.0 311.1 310.2 3114 311.0 311.6 311.1 311.7 3109
5 302.3 301.5 302.4 301.9 302.6 302.0 302.6 302.5 302.8 302.7 302.8 303.1
6 308.7 308.7 309.3 308.7 309.8 308.4 310.0 309.3 310.2 309.4 310.3 308.7
7 302.5 302.4 302.6 302.3 302.7 302.2 3027 .| 302.7 302.7 302.5 302.8 302.5
8 308.9 308.6 309.9 308.8 310.4 308.6 310.7 309.4 310.8 309.7 311.0 309.5

plate, flow from the blind is pulled back towards the wall byAcknowledgments

downward flow entrained by the cold plate, thereby increasing the
air temperature and heat flux in that area. This effect is less sj
nificant in the three other cold cases due to the proximity of t
blind to the plate in case 1, and the slat angle in cases 5 an
These conditions provide added stability to the flow, whic
quickly removes the effect of a downward developing boundary

The authors gratefully acknowledge the support of the Natural
ciences and Engineering Research Council of Canada. Jeff Phil-
, Alan Machin, and Nuno Duarte are also thanked for their
& ntributions.

layer. This problem was not apparent in the warm plate cé&es Nomenclature

4, 6, and 8)because no counter flow is produced.

Due to optical restrictions, the experimental data in Figs. 5
through 12 were obtained from three individual photographs. As a
result of environmental changes occuring between the times at
which these photos were taken, some step discontinuities are evi-
dent in all of the data. The flux measured in the tog*¢3 case
5 demonstrates the problem clearly. This reduction is due to a
small changé<0.2 K) in the ambient temperature at the time that
the final interferometer picture was taken. This was acknowledged P

T3S —XI5 QT

%]

as a limitation of the current experimental setup. q
Although these discrepancies have been identified, they are not '
considered to be a weakness of the numerical model. In fact, the R
rc

continuing unheated portion of wall present in the numerical
analysis, is closer to a realistic window situation than the experi-
mental setup. More importantly, if the blind can be shown to
suppress the growth of convective heat transfer from the plate W
surface, the center portion of the model can then be used as &Y
center of glass heat transfer rate for other window sizes. In this z

respect, the top and bottom portions of the model would be digymbols

regarded.

Although the experimental setup is unable to directly validate
the radiative heat transfer calculated by the numerical model,
blind temperatures measured during the experiments can confirm
that predicted blind slat temperatures are correct. Table 4 shows a
comparison of this data for selected louvers where the average

€
¢

n =
)\_

nominal louver spacing, mm
fringe spacing, m

heat transfer coefficient, WK
conductivity, W/m-K

plate height, mm

louver tip to plate spacing, m
pressure, Pa

louver pitch, mm

heat flux, W/n?

specific refractivity, kg

gas constant, PaitkgK

louver radius of curvature, mm
louver thickness, mm
temperature, K

louver width, mm

coordinate axis, mm

model width, m

= fringe angle, rad or

emissivity, dimensionless
louver angle, deg

fringe shift, dimensionless
wavelength, m

difference between the modeled and experimental results is ofybscripts

0.64 K. c
As can be seen, the experimental results are in excellent agree- |,
ment with the numerically obtained temperatures. In this way,
additional confidence was gained in the numerical results, espe- p
cially when considering the predicted radiation exchange. R
0.0}
Other

*

Conclusions

Experimentally determined natural convective and radiative
heat transfer from a horizontal Venetian blind adjacent to an in-
door window glazing has been obtained and compared to the re-

= convective

blind

fluid

plate
radiative
ambient/room

alternative dimensionless notation

= average

sults produced with a conjugate heat transfer numerical modelREferences

the system. With the exception of some readily explained depar: ]
tures between the experimental and numerical results, the Ioczgil

Machin, A. D., Naylor, D., Oosthuizen, P. H., and Harrison, S. J., 1998, “Ex-
perimental Study of Free Convection at an Indoor Glazing Surface with a
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agree C|Ose|y both in magnitudes and trends. Furthermore’ experiZ] Ye, P., Harrison, S. J., Oosthuizen, P. H., and Naylor, D., 1999, “Convective
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Heat Transfer from a Window with Venetian Blind: Detailed Modeling,”
ASHRAE J.,105(2), pp. 1031-1037.

agreement with those obtained from the numerical model. ThiS{a] Phillips, J., Naylor, D., Oosthuizen, P. H., and Harrison, S. J., 2000, “Model-

provides additional confidence in the numerical results.
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Apparent Radiative Properties
and Radiation Scattering by a
ri-wsiFan | Semitransparent Hemispherical
Andrei G. FeA(:SoLrP?O\{ She"
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e-mail: andrei.fedorov@me.gatech.edu Knowledge of the apparent radiative properties of a semitransparent hemispherical shell

placed on an opaque surface is of fundamental interest and is also important to a number
Multiscale Integrated Thermofluidics Laboratory, of applications in materials processing and manufacturing, ranging from metallurgical
G. W. Woodruff School of Mechanical slag foaming to batch foams in glass melting to hollow bead fabrication. This paper
Engineering, extends our recent work [7] using the analytical and numerical ray tracing techniques to

Georgia Institute of Technology, study radiative transfer in the system described. Specifically, the local volumetric heating

Atlanta, GA 30332-0405 rate and the scattering phase function of a thin hemispherical shell exposed to incident

collimated radiation are calculated both analytically and numerically, and the results are
discussed in detail. To further elucidate the results, the comparison is made of the total
apparent transmittance of the hemispherical shell to a plane parallel layer of semitrans-
parent material. [DOI: 10.1115/1.1497357

Keywords: Heat Transfer, Radiation, Scattering

Introduction quality of the final product are defined by the relative magnitude

Knowledae of the apparent radiative properties of the se of the local heating rates due to collimated thermal radiation in-
9 PP prop ident from the top and the local cooling rates needed for solidi-

transparent hemispherical shell placed on an opaque surface iﬁ tion

fun_dam_ental intgrest and is_also important to a number of a.pp“'The objective of this paper is to develop a complete fundamen-
cations in materials processing and manufacturing. One particUgf' ngerstanding and analytical tools for predicting radiative
example is glass manufacturing. During glass melting, the rg¥aracteristics and heat transfer in semitransparent hemispherical
materials(also called batchare fed into the glass melting furnacegpe|| suspended in the radiatively non-participating environment.
and float on the free surface _of the mt_alt as |slands_ until they agour previous work 7], we developed approximate, closed-form
completely melted. The chemical reactions and moisture evapoggralytical expressions for the total apparent reflectance, transmit-
tion take place in the batch during its heating, fusion, and meltingynce, and absorptance of such a shell and validated our analysis
and it results in the large number of bubbles, many of which ag§ using numerical ray tracing solution of the problem. The focus
trapped on the surface of the batch and produce batch foam. ThgSghis work is on the local, spatially resolved radiation character-
foams scatter the incident thermal radiation from the combustigstics of the semitransparent hemispherical shell, such as the scat-
space and provide significant resistance to radiant heating ageing phase function and the local volumetric rate of radiant heat-
melting of the batcli1], thereby diminishing the energy efficiencying. These properties are critically important to optical,
of the glass melting process. Unlike the foams formed on the frepectroscopic studies of the foam morpholdgg., phase func-
surface of the molten glass that possess a structure of multigien) and mechanisms of the foam rapture due to the local ther-
layers of spherical or polyhedral bubbles separated by the liquisally induced instabilities and stregge., volumetric heating
lamella, the batch foam is a collection of often non-overlappingte). To further elucidate the results, the comparison is made of
individual gas bubbles that only partially emerge from the batdhe total apparent transmittance of the hemispherical shell to that
Fig. 1(a). Hence, a thin hemispherical shell placed on top of tlier a plane parallel layer of the same semitransparent material
opaque surface as shown in Figbjlcan be considered as a fairly[5,6].
good simplified representation of the batch foam. Due to signifi-
cant structural differences, the radiative transfer models devel()pﬁﬁalysis
for conventional glass foan{®,3] cannot be used for the batch . i . )
foams, and thus prediction of the apparent radiative characteristicd "€ schematic of the idealized physical arrangement and the
of batch foams is the subject of this paper. coordlna.te system are shown in Figbl Several simplifying .
In addition to glass manufacturing, understanding of the loc@FSUmptions are made to make the problem amenable to analytical
radiant heating of a semitransparent hemispherical shell is nee@#Htion-
for optimization of the novel process for fabrication of hollow Assumptions.
perforated beads for acoustic and thermal insulafi®h In this ] o )
process, the gas is injected from a small orifice into the molten1. Incident radiation is normal to the substrate, collimated and
droplet placed on the substrate to form a bubble surrounded by the ItS intensity is constant. _ o o
thin lamella of the liquid material, which is then solidified by 2. The surrounding medium is radiatively nonparticipating
rapid cooling through the substrate to form a solid hemispherical  With the indices of refraction equal to unity.
bead. The parametefs.g., the shell thickness and structuaad 3. The shell is made of a homogeneous, gray, and weakly ab-
sorbing material characterized by the constant complex in-
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF dex of refr_actlon (= nz_ulkZ)',, . . -
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 2, 2001; 4. The shell is treated as a “cold” medium, i.e., self-emission
revision received May 28, 2002. Associate Editor: R. Skocypec. of radiation is neglected.
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| Hemispherical Shell

(@) (b)

Fig. 1 Schematic of collimated radiation incident on the batch
foam: (a) actual arrangement; and (b) idealized arrangement.

5. The diameter and the thickness of the shell are much gre
then the wavelength of the incident radiation, i.e., diffractio

and interference effects are not considered.
6. Polarization effects are not considered.

7. All interfaces are optically smooth and obey geometric opt

principles.
Closed-Form Solution and Ray Tracing Algorithm. An

aler

1[tarf(6,— 6,)  Sirt(6,— 6,) 0 4
== <r<
P25t (6,7 6,) T S(BT0y O 2 @)
1 tar12(02— 05) Sln2(02— 05)
P2~ P75 | G0, 5 0o) | S0, 4 00 O~ 'z )

1[tarf(03— 60,) sirP(6;— 6

Pt (03— 04) ! (03 4)’ <r=r,
2|tarf( 03+ 0,)  SirP(65+ 6,) (6)

p23:1, r1<|’§r2

In Egs.(1-6), p1, is the reflectivity of the surrounding/shell in-
terface at the point where a given energy bundle is incident on the
top surface of the shellp;,=p,; is the reflectivity of shell/
surrounding interfacep,; is the reflectivity of shell/inside gas
interface, andr is the transmissivity associated with a single pass
é}the energy bundle across the shell thickness and equal to exp
—k(r,cosf,—r; coshy)]. In the last expressiong is an absorp-
tion coefficient of the shell material, which relates to its absorp-
IIicve indexk, through the relationshig=4mks,/\g.
In the case of the radially uniform irradiation, the discrete en-

ergy bundles possess the same energy and located equidistantly in
the radial direction. Other kinds of energy distribution of incident

analytical ray tracing procedure is used and results in the analy#diation can also be investigated within the deterministic ray
cal expressions for the apparent radiative properties of the thfiacing algorithm we developed by simply adjusting the distance
hemispherical shell, owing to an existence of a recursive patteand/or energy content of the ray bundles. Application of the
in the physical domain. The ray tracing method follows the optic@nell’s law and a simple geometric analypid result in the fol-
path of a single energy bundle of incident radiation as it undergolesving recursive relations for the angle of initial incidendi‘i')()
a repeating pattern of multiple reflections within the ski€i§). 2). and for the angles of consecutive reflections within the shell

Here we only present the summary of formulas needed for pﬁ?(zi) lgg) ,05{) ,0(5”) for theith energy bundl&Fig. 2):
e

forming the calculations, and an interested reader is referred to
i - 1 nl
( N—1

paper by Fan and FedordV] for the detailed discussion of the )fz} ag):sin‘l(—sin 0(1”>’

model development. Specifically, the total apparent reflectance
(R), transmittanc€T), and absorptand@) for any energy bundle

1

6\ =sin"
1 n2

are given by the following expressions:

R 1ot (1= p1o— p12)past

1
1= p1opoar )
_ (1_Pi2)(1_P23)7'
a 1_01219237'2 @
(1=7)(1=p1)(1+ paa7)
A=
1‘P12P237'2 3

respectively, where

A-p)U-pu)pi PHT°

1-p)1-p5) Py pnTJ

, B
(-p) A-pa)Ph PR T°

Forward Direction

1] r n
¥

Fig. 2 Tracing an energy bundle in the hemispherical semi-
transparent shell

Journal of Heat Transfer

; r . B n .
eg):sin‘l(—zsinag’), GE{):sin‘l(—zsinag‘)),
r n
1 3

. n .
6(5')=sin’l(n—zsin 0(2')) @
1

whereN is the total number of bundles considered, anisl the
bundle index starting from 0 at the centerline of the hemisphere.
Finally, in the case of radially uniform incidence, the total appar-
ent absorptance, reflectance and transmittance are computed by
summing up the contributions from all energy bundles, i.e.,

EiNzlA(i) EiNle(i) EiN:lT(i)
total= N N Tota™ N (©)]

respectively. To validate the analytical expressions for radiative
properties given by Eq8), a numerical ray tracing algorithfi7 ]

was developed and applied to the problem in hand. The compari-
son of the result§7] indicates that the approximate analytical
results agree within 3.7 percent with the results of numerical
simulations as long as the thickness of shell does not exceed 5
percent of the shell radius.

A general three-dimensional ray tracing technif@kuses ana-
lytical representation of the geometry in a three-dimensional vec-
tor space to find the intersection points of the ray bundle with the
discrete elements it crosses. This approach requires some addi-
tional modifications if the solution of the intersection equation is
not unique. Our simplified approach considers two concentric
hemispherical interfaces, defined by the inner and the outer radii
r, andr,, respectively. Because of the azimuthal independence,
instead of solving the bundle-interface intersection equation in the
vector form, the intersection points on the two-dimensional plane
can be found analyticallyusing Eq.(13) from [7]), at least in the
case of normal incidence of collimated radiation, thereby reducing
the computational complexity associated with implementation of
the ray-tracing algorithm. Also, if the angle of incidence for a
given ray bundle is larger than the critical angle, the reflectivity is

total =
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assigned to a unit value. Furthermore, the substrate is assumeddatributions(A, AR, andA[) for any given scattering direc-

be “cold” and black so that no energy is reflected back or emittegbn (8) and rescale them in order to obtain a normalized scatter-
towards the shell by the substrate, thereby significantly reducifigy phase function. The analytical developments and the results
the complexity of the shell-substrate interactions and the compshown next decisively indicate that the scattering phase function
tational procedure. of the semitransparent hemispherical shell is well approximated

In the presented ray tracing algorithm, any discrete elemew the popular Henyey—Greenstein phase funci®me].

inside the computational domain can have infinitely many possi- As shown by Fan and Fedor¢¥], the recursive pattern traced
bilities of incoming bundle directions that result in crossing it®y the energy bundle as it travels within the shske Fig. 2)is
boundaries, and the intensity of each such energy bundle decggsined by the angles, throughds as well as by the reflectivities
along the traveled path according to the Beer's Lag, s) plas P12, P2z and transmissivity- that all depend on the angle of
=10 exp(—[oxds). In order to compute the local volumetric heatincidenced, only. Hence, using Eqg4) and (7), the fraction of

ing rate at every point within the shell, an average intensity @fhe incident radiation energy scattered by the shell due to the first

radiation needs to be computed by using the local radiant enefgylection (A}) can be expressed by a function of the scattering
conservation and calculating the energy fraction deposited on eagfyje g as follows:

element from every direction. That [ ]:

, T
B I(r,9[1—exp — [§ « ds’)]dx 1 tarf| (w— B)/2—sin 1(—S|r[(7r—,8)/2]”
'avg“’s)’% x dA dQ ©  ARp=: :2
wherer denotes the element locatiasis the vector in the direc- tarf (77—,3)/2+Sin1(n—;5if'[(77—,3)/2]”

tion of propagation of the energy bundi, is the distance trav-

eled by the energy bundle through a given discrete eleltiteist )
different for different bundle directions), dx is a spacing be- sin?
tween the bundles of incident collimated radiati@ns inversely +
proportional to a total number of energy bundi¢sised in calcu- sinz[(w—,e)/2+sin1(ﬂsir[(w—/3)/2]”
lations),dA is the cross-sectional projection area of a given ele- ny

ment in respect to the direction of propagation of a given energy (12)
bundle, andd(} is the incremental solid angle for a given energy

bundle. Using an averaged local intensity, the local volumetrly noting that the angle of incidence of a given energy bugle
heating rate due to thermal radiation absorbed by an elementanid the scattering angje are related through

the computational domain is given by

(w—ﬁ)/z—sin—l(%sin[(w—ﬁ)/z])}
2

" 0,=(m—B)I2 (13)
Qrad(r) ==V Qdl, 9= Kj 1dQ= KZ lavd K) A (k) Analogously, due to repeating pattern of internal reflections cre-
k=1 ated within the shel(Fig. 2), the fraction of the incident radiation

(10) energy leaving the shell by leakage afftir internal reflection
whereAg is the increment angle in polar direction from a spherithrough the outer interface is given by
cal symmetry plane. The total apparent absorptance of the hemi: 5 _ ,
spherical shell is expressed as a ratio of the energy absorbed by A (020 = (1= p1(011)) (1= p1A 621))

elements in the computational domain and the incident erf@igy X(pyo 01)) " 2ol 01)) " H7(0y))2 2, =2~
i.e., !
(14)
2 ik (Zilavgij (K Ap(K))AA; _ _ _ _
total ™ ol (11) where the parametet;; in Eq. (14)is a function of the scattering
2’0 angleg,

The three summations in E@L1) are needed to account for the

fact that each element in the two-dimensional computational do-

main is defined by two independent indidésndj) and an addi-

tional index(k) is used to trace directional dependence of the local

average intensity field for eadlpth element. —sin’l(ﬂsin 91i) H =20
2

1 . L T2 Ny
91i*§ 7—B—(2i—1)|sin (a n—zsmali
(15)

Scattering Phase Function. When the incident energy

bundle hits the hemispherical shell, part of its energy is reflect@guation(15) is a nonlinear and implicit equation with respect to
immediately by the outer interface and the remaining part pep;; and, thus, requires an iterative numerical solution with the
etrates into the semitransparent shell. After that, a given eneigareful selection of an initial guess to achieve fast convergence. In
bundle undergoes multiple internal reflections and during this prgeneral, Eq(15) may have infinitely many solutions, however, the
cess some of its energy is absorbed and some is leake@ediit physically plausible solution is unique: that is the paraméter
rected to different scattering directignthrough both inner and must result in the scattering angfethat is between 0 and. By
outer interfaces. In order to construct the scattering phase fugembining the contribution from the radiation reflected upon the
tion, we consider the first reflection from the outer interface ariglitial incidence on the shell and leaked through the outer inter-
the consecutive internal reflections accompanied by the radiatifsite, the scattering distribution function resulting from the

energy leakage through the shell interfaces as separate evemiiation/outer interface interactions can be determined,
These events are characterized by the radiant energy redirection or

scattering at an anglg (see Fig. 2)and by the fraction of the *

incident radiation energy leaving the shell due to the first reflec- ARB)=ANB)+ D, AR(6:(B), O0<p=m  (16)

tion (A?) or the radiant energy leakage afitrinternal reflection =2

through the outer A7) and inner (\) interfaces. In other words,  The same procedure can be also applied to the radiant energy
we decompose the entire trajectory of any given energy bundiscaping the shell through the inner interface, which results in the
into the elements with well defined scattering characteristiésrward scattering only. Specifically, the fraction of the incident
(B.A), which can be readily computed analytically or numericallyadiation energy leaving the shell due to leakage afteénternal

by tracing the bundle propagation. Eventually, we combine akflection through the inner interface is given &ig. 2),
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T9.)=(1—p! ) — ) Table 1 (a) Convergence of the numerical ray tracing method
A (01)= (1= pa 021)) (1= p2ol 611)) as function of the number of energy bundles used in the simu-
X(pyo 011) " Mo 0)) " H(7(05))2 L, =1~ lations (ry/r,;=0.9, k=0.1, n,=15); and (b) convergence of the
numerical ray tracing method as function of the number of dis-
(17)  crete elements used in simulations (ry/r,=0.8, k=0.1, n,=1.5).

where the parametef;; depends on the scattering angdeand

satisfies the following implicit nonlinear equation: Number of Bundles 10 50 100 500 1000 5000
Reoul 0.2300 0.1913 0.1837 0.1764 0.1762 0.1759
g2 . .4 T2 Ny A, 0.0102 0.0119 00120 0.0121 0.0121 0.0121
6,,=—B+sin 1(— —sin 01i) —(2i—1)|sin 1(— —sin 6y o
Nz ry \F1 Ny (a)
n
—sin’l(—lsin 91i) =1~ (18) 1000 energy bundles 5000 energy bundles
n; Number of Elements 4x9 4x18 8x18 8x36 16x36 16x72
The scattering distribution function resulting from the radiatior ¢_,, (dimensionless) 0.121 0.135 0.141 0.148 0.147 0.150
inner interface interactions is for the forward direction only, and
accounts for the radiant energy from all incident energy bundl (b)
leaving the shell through the inner interface at a given scattering

angle g,

AT(B)= AT(0.. + AT(01.(—B)), 0=pB< ergy bundles and 836 elements. In addition, the overall energy
() 21 (0u(B)) Z’l  (0(=A)) p=m conservation has always been achieved by ensuring that the sum
(19) of the total apparent absorptance, transmittance, and reflectance is
. . . o equal to unity.
Note that the negative scattering angjeésare in principle pos- . . . .
sible, albeit hardly realized under practical conditiésee Fig. 2 . 1€ focus of this work is on the local volumetric radiant heat-
ing and resolving angular dependence of radiation scattering by

for the coordinate systemHowever, for the sake of generality, e hemispherical semitransparent shell. However, to provide a
this fact is elegantly incorporated into the scattering distributioﬁql P P : ’ P

: . B . “suitable introduction to the problem and facilitate the result inter-
Lu;ncélon, Eq.(19), by invoking the symmetry of the problem Inpretation, we first briefly summarize the results on the total appar-

We now can combine both components of the total scatteriﬁgt radiative properties of the shell and validation of the analytical

A . ) odel, which are discussed in detail [i]. Figure 3 shows the
distribution function, given by Eq€$16) and(19), and, after nor- .
malization (i.e., [® d(%=4w),>/thgs{sceztterin(g p?hase function forcomparnson of the results of the total apparent absorptahggX

the semitransparent hemispherical shell is given by and reercta_nceRlota,)_obtained using a closed-form, but appr_oxi-
mate analytical solution of the problem and those representing an

4m(ARB)+AT(B)) “exact” solution of the problem using the numerical ray-tracing
d(p)= AR AT gnaq: 0=A=m  (20) technique. Clearly, the analytical and numerical models produce
Jar(AT(B)+AT(B)) :
essentially the same results for the total apparent absorptance,
It is interesting to note that for an extremely thin hemisphericalhereas their predictions of the total apparent reflectance agree
shell (i.e., relative to its radids 6,~6,, 6,~ 65, and ri=rp. very well(i.e., within 1 percentjn the limit of the very thin shell
Thus, Eqgs(16) and (19) can be reduced to Eqél) and (2) with  (i.e., whenr,/r,—1). The main reasons for such a discrepancy

the following dependence on the scattering angle, are an approximation involved in using an infinite rather than a
(1=l p1o)pas? finite algebraic series r_epresenta_tion fo_r the total apparent reflec-

AR(B)= P12 P12 ”12 P23 . 0=B=m-20,<m tance as well as the trigonometric relationsHigs. (7)] that are
1—p1opo3T used for tracking the reflection angles, and this is discussed in

(21) greater detail irf7]. In short, the closed-form analytical solution

, of the problem presented here produces the results accurate within

AT(B)= (171’)12)(175’223)7 £=0 (22) 3 percent only if the ratio of the shell inner and outer radii is

~ P12P23

Results and Discussion

The numerical simulations have been performed for different 0.30 i "
element sizes and number of energy bundles. The validity of the ~. ---- Analytical Result
numerical ray-tracing algorithm has been carefully checked by & o0.25 | R —— Numerical Result |
ensuring that the results are independent of the number and th< R gl T~ -
size of discrete elements in the computational domain and of thez= 0.20

total number of energy bundles used in simulations. As it follows 2
from Table 1(a), use of 1000 energy bundles produces fully con-§
verged results with the uncertainty in the total apparent reflectanccg  0.16 |
and transmittance less than 0.1 percent as compared to mucg
greater numbef5000) of energy bundles. The sensitivity of the 2 g0 |

simulation results in respect to the number of discrete elements2
used is reported in Table 1(b). The dimensionless maximum loca—

volumetric heating rate is chosen for the comparison of resultsd 005 A

because it has the greatest sensitivity to the number of element

used in simulations. It is clear that full convergenedth the 0.00 : A . :
uncertainty less than 0.5 percgig achieved when 1000 energy 0.80 085 0.90 0.95 1.00
bundles and 836 elements are employed. Further increase in th rl/r2

number of elements and energy bundles results in a very slightly
improved accuracy and thus is not warranted. Thus, all simulatigfy. 3 Total apparent absorptance and reflectance as func-
results reported hereafter have been obtained by using 1000 #ums of the normalized shell thickness  (n,=1.5, k=0.1)
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r./r,=0.95. Otherwise, one should resort to the numerical ray ¢ ¢ ¢ # i
tracing method in order to obtain an accurate prediction of the
reflectance by the hemispherical shell.

To evaluate the resistance to radiation propagation introduced
by the hemispherical shell, we compare the total apparent trans-
mittance of the hemispherical shell and that of a plane parallel
layer of the same thickness and made of the same semitransparer
material. The apparent radiative properties for the planar configu-
ration is readily available from the radiation textbodks6]. The
results presented in Fig. 4 clearly indicate that the hemispherical
shell impedes much more significantly the propagation of the ra-
diation relative to the planar layer, and this difference increases
sharply as the thickness of the shell/layer incredses, r,/r,
decreases). This fundamental result has very important practical
implications. For example, in glass melting it permits to quantify
the resistance to radiant heating provided by the batch foams,
thereby helping optimize the process and operating conditions.

In addition to the exact calculation of the total apparent radia-
tive properties of the shell, the numerical ray tracing allows one to
predict the local radiation intensity field at any point in the shell
[Eg. (9)] and, thus, the local volumetric radiant heating fdeg.
(10)]. The latter is illustrated in Fig. 5 by showing the isolines
(contours)of the local heating rate normalized by the total irra-

diationr,l,. As expected, the strongest heating sRqky is pre-
dicted in the area within the shell, which is located near the point
at the inner shell interface when the onset of the total internal
reflection oceurs. Th'.s is because the. intensity of rad'at.lon COE’g. 5 lIsolines of the normalized volumetric radiant heating
centrated in this region of the shell is the largest as it is n te within the shell (k=0.1, r,/r,=0.8, n,=1.5)

reduced anymore by the radiation leakage through the inner inter-

face. It is also observed that the very top portion of the shell,

where the incident radiation impinges essentially normal to thgterface (dashed line)and interactions of the radiation trapped
outer shell interface, is heated much more uniformly than thgithin the shell with the outefdash-dotted lineand inner(dash-
region near the shell circumference, where the local heating dgyple-dotted ling shell interfaces as given by Eqe0), (12),
define_d by rather i_ntricate su_perpo_sit_ion of radiation intensi;iqﬂ)' and(17), respectively. Note that the component of the scat-
resulting from multiple reflection within the shell. Once againiering phase function due to direct reflection of radiatidashed
this fundamental result is of the great interest to a number phe) represents a typical scattering phase function for a large
materials processing applications, where one is trying to heat thénerical particle, whose scattering characteristics depend on the
shell-like material by thermal radiation. In such a case, especialjjecuylar reflectivity of interface on[]. The second contribution
if the material properties are sensitive to the local temperature aggbwn as the dash-dotted line is due to radiation leakage through
have to be carefully controlleiet], one could use the fundamentakne outer interface, and it exhibits a strong increase beginning at
understanding developed and the model as a tool to design {hg scattering angle that corresponds to an onset of the total inter-
radiant heating system capable of producing uniform heating g4 reflection regime at the inner shell interface. After that, this
all parts of the shell. ) i i component of the phase functions remains relatively constant,
Figure 6 shows the normalized scattering phase function of thesyiding the major contribution to the forward scattering energy
semitransparent hemispherical shblid line), and its compo- \yith the directional co8 larger than 0.5. Finally, as expected, the
nents due to direct reflection of incident radiation from the OutRlbmponent of the scattering phase function due to radiation/inner
interface interaction&ash-double-dotted lindnas a single strong
spike in forward direction characterized by the scattering angle

1.00 . . T
8.0
095
LS
g 000} —S=—TTTTTTTT E 6.0
g Planar
g
2 os85} 1 _ Am
E (AR +ATYIQ 401
= 080 ]
E Hemispherical 20}
0.75} P 1 '
0.70 . ; . - 0.0 " .
0.80 0.85 0.90 0.95 1.00 40 05 0.0 05 1.0
I’i/ K cos B
Fig. 4 Comparison of the total apparent transmittance of the Fig. 6 Normalized scattering phase function and its three
planar layer and hemispherical shell ~ (n,=1.5, k=0.1) components («¥=0.1, r{/r,=0.8, n,=1.5)
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essentially equal to zero. As the shell thickness becomes thinmethe forward direction. On the contrary, for the very thin shell
(i.e.,r1/r, decreases), the last two components of the scatterimgth r, /r,=0.99, the forward scattering is underpredicted by the
phase function shift more toward the forward direction. The tot&lG approximation.
scattering phase function combines all three components and is
depicted by the dashed line in Fig. 7. ]

Our calculations shown in Figs. 6 and 7 indicate that the scd&tonclusions

tering_ of normally incident collimated radigtion_ by the h_emi- This paper presents a closed-form analytical solution of the
spherical shell favors strongly the forward direction. Thus, in Obroblem involving thermal radiation interactions with a hemi-
der to achieve some generality in presenting results and to per@jiferical, semitransparent shell placed on the cold black surface.
comparison with other previously studied physical situations, We nermits calculation of the total apparent radiative properties of
tried to express the scattering phase function in terms of the popla ghell, its scattering phase function, and the local volumetric
lar Henyey-Greenstein phase functig6]. radiant heating of the shell under conditions of the normal inci-
2 dence of collimated radiation. The predictions of the analytical
(23) model ha_ve been carefully validated by comparing wiFh the “ex-
act” solution for the benchmark case obtained by using the nu-
merical ray tracing technique. The comparison of the results indi-
with the dimensionless asymmetry factpgiven by cate that the approximate analytical results agree within 3.7
L percent with the results of numerical simulations as long as the
thickness of shell does not exceed 5 percent of the shell radius.
9= A LW(D('B)COS'B df (24) To elucidate the relative magnitude of the resistance to radiation
propagation introduced by the shell, the comparison is made of
In Fig. 7, the Henyey-Greenste{hG) phase function is used to the total apparent transmittance of the hemispherical shell to that
approximate the predicted scattering phase function for the herﬂf-t,he plane parallel Iayer of semitransparent mate.rlal_. .The results
spherical shell, and the asymmetry faotpis calculated for three Indicate that the hemispherical shell impedes significantly the
different shell thickness. In the case of intermediate shell thicRropagation of the radiation as compared to the plane parallel
ness (,/r,=0.9), the HG approximation is quite accurate acrosg@yer of the same thickness, and this difference increases sharply
the entire range of the scattering angle, except for the strong pé‘!’iw an increase in thickness of the shell/llayer.
at cos8=0.75, corresponding to an onset of the total internal re- Analys_ls of the chal volumetric radlan_t heating |nd|cate_s a rela-
flection at the inner shell interface. In the case of a thicker shdiyely uniform heating of the shell near its top, where radiation is
(r,/r,=0.8), the HG function provides satisfactory approxima'—”c'de”t almost normal to the shell surface. At the same time, a

tion for cosB=0.50, but overpredicts the probability of scatteringignificant non-uniformity in local heating is observed near the
circumference of the shell with the maximum in the part of shell

located near the point of an onset of the total internal reflection at
the inner shell interface.
Scattering of radiation by the shell has also been analyzed in

1-g9
(1+g?>—2g-cosp)®?

@(B)=

e ' ' ' great details, and the key components of the scattering phase func-
ol =08 tion has been identified and quantified. The results of calculations
non=n indicate a strongly forward character of the radiation scattering by
ol —HG g=0.5903 the shell, and the scattering phase function can be sufficiently well
represented by the Henyey-Greenstein approximation.
4t The results of this study not only provide an insight into the
fundamentals of radiation/shell interactions but also contribute to
2t improving a number of important applications ranging from met-
allurgical slag foaming to batch foams in glass melting to hollow
0 ' : : bead fabrication.
10 T : .
8r n/ry=09 Nomenclature
6 — HG g=05564 A = absorptance
@(B) dA = cross-sectional projection area
4 I = intensity of incident collimated radiation
k = absorptive index
2r N = total number of energy bundles
0 : - X ~ n = refractive index
10 . . . Qrad = Volumetric heating rate
Orag = radiation heat flux
8 n/ 1y =0.99 1 = reggctance
r = radius
——HG g=0.3998 - . . .
6r G g n r{, ro = radii of the inner and outer hemispheres, respectively
r = spatial position vector
4r s = distance traveled by an energy bundle
ol s = direction of ray propagation
T = transmittance
%0 05 0.0 05 10  Greek Symbols
B = scattering angle
coSs .
B Q) = solid angle
Fig. 7 Normalized scattering phase function and Henyey- Ai‘ = fraction of incident radiation scattered by first reflec-
Greenstein approximation (k=0.1, n,=1.5) tion of the energy bundle
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Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



90 Ale &

fraction of incident radiation scatteréde., leaving
the shell)through the outer shell surface afiér re-
fractive pass of the energy bundle

fraction of incident radiation scatteréde., leaving
the shell)through the inner shell surface aftién re-
fractive pass of the energy bundle

scattering phase function

polar angle

dimensionless absorption coefficiem= «r ,)
reflectivity of the interface

transmissivity

Superscript

(i) = refers to the bundle index

Subscripts

total = refers to total apparent properties

1094 / Vol. 124, DECEMBER 2002

1 = refers to surrounding medium

2 = refers to shell material

3 = refers to medium inside the shell
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The Application of an Inverse
Formulation in the Design

of Boundary Conditions for
Transient Radiating Enclosures

This study considers the design of thermal systems that are built to radiatively heat

Hakan Erturk

Ofodike A. Ezekoye objects from a specified initial condition to a specified steady state following a prescribed
temperature history. The enclosure housing the object, the object itself, and the heaters all

John R. Howell have thermal capacity. The necessary power input distributions for the heaters during the
heating process are sought to satisfy the design specifications. The problem is thus a

Department of Mechanical Engineering, transient inverse boundary condition estimation problem, where the geometry and the
The University of Texas at Austin, properties of the surfaces are specified and the boundary condition on the heater wall is
Austin, TX 78712-1063 to be found by making use of the information provided at the design surface for each time

step. The boundary condition estimation problem requires the solution of a set of Fred-
holm equations of the first kind. Such a problem is known to be ill-posed. The introduction
of the transient nature makes the inverse problem nonlinear and even more interesting,
challenging, and realistic. A solution algorithm is proposed and used to produce a solu-
tion for a sample problem. In order to model radiative heat transmission, the Monte Carlo
method is used, which enables us to handle specularly reflecting surfaces and blockage
effects. The inverse problem is solved by the conjugate gradient method, which provides
smooth and accurate results after the first few ste830l: 10.1115/1.1513574

Keywords: Control, Furnaces, Heat Transfer, Inverse, Optimization, Radiation

Introduction finite heat capacitance, no steady state is available instantly. In

Design of thermal processing systems involves satisfying do[der to reach a steady state, the design object must be heated

. " : om an initial state while the object follows a particular heating
swed. conditions in the part of th.e system where the thern?‘al p.réistory, during which the design environment is to be kept at the
cessing takes place. We call this part of the system the “desi

. PR i
environment”. The conditions desired in the design environmeﬁfgs'r?d sPat"".“ distribution at "?1" times. .
are dependent on the process for which the thermal system isThIS study involves the design of thermal systems where high
- . - . temperatures are present, and the dominant mode of heat transfer
built, The design conditions can be reached by controlling tk}g hermal radiation. The exchange of thermal radiation depends
conditions in other parts of the system through heaters, burnerso%rlthe fourth ower.of tem eratur?e The phvsical problem cc?nsid-
coolers. Therefore, the ultimate goal in a thermal design problem P P ’ phy P

is to build the required system with the correct geometry, mate%recj here can be very complex with wavelength, direction and

: } : perature dependent properties, involving non-linearity due to
als, and to determine the necessary input from the engineeri Itimode heat transfer and the transient nature of the problem.

devices for the system to satisfy the needs of the process to .
carried out in the design environment. The complete design p ol_thhermore, the geometry of the systems can include other levels

cess involves a number of design iterations of prototype buiIdir?gI complexities like blockage effects.

and testing. Reducing the total number of design iterations by oneThe traditional way to solve a design problem is to guess an

or two will result in significant savings. This can often pd"Put for the energy supply devices used in the system and then

achieved through the use of available simplified models and nise mathematical models to check whether the desired conditions
Hbthe design environment are satisfied. The guessed value is

design problem: The design of a system, for which the desig] odified based on the preceding results until the desired condi-
environment, geometry and the materials are specified and S are re_ached. Such tr_lal-and-err_or_ methods are computation-
required boundary conditions are to be calculated. The develogly €XPensive; moreover, it can be difficult to obtain smooth and
methodology can then be used as a tool for the complete des sically rea‘llfsonable or f_eas"|ble solutions. .
problem. o called inverse design”, on th_e other ha_md, |n_volves t_he
For a process furnace, such as the ones used for rapid therfiff!tion of the design problem by using all available information
processingRTP), chemical vapor depositiof€VD), drying, cur- prescribed for the qle3|gn environment to p_rowde a direct solutlo_n
ing of paint, food processing, annealing, or curing of coated m% the.necessary input. As thg rgqmred Input fpr the system Is
terials, the thermal problem is to heat the design object with &gtermined from the output, this kind of formulation is called the
prescribed distribution of temperature and net radiant energy inp v_ers”e formulgtlon and_the_methoq of design is called inverse
throughout the heating period. These known distributions are ugSign”- As a direct solution is considered, the computational ex-
ally spatially uniform, as uniform temperatures prevent thermBFNse of the inverse methods is cop5|derably Ipwer than trlal-anq-
stresses, non-uniform chemical deposition, or uneven drying 90" methods, but the drawback is that the inverse problem is

cookina due to temperature aradients. Because each obiect h ined in terms of a set of Fredholm equations of the first kind,
ng du perafure grad . J thlétr;]h is known to be ill-posed. The defining equation must be

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF regmanz;d n lorder tok?btam ‘f’m accurat(ta), SmeOth’ Iand physmallg
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 11,(:7'3-30”3_' e S(_) ution. There PjX'StS a number of regu _anzatlon tech-
2001; revision received June 10, 2002. Associate Editor: R. Skocypec. nigues including truncated singular value decomposificBVD),
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modified TSVD(MTSVD), Tikhonov regularization, and the con-where the summation ové, denotes the surfaces with unknown

jugate gradient metho@CGM), which could be used for the regu-temperature distributions, an8ll; denotes the surfaces with

larization of the system. known temperature distributions at timeFor a boundary condi-

Inverse heat transfer problems have been attracting interéen estimation problem with a prescribed temperature history, the

since the late 1950s. There have been many studies in the fietwuindary and initial conditions are

mostly on inverse conduction problems and the fundamental texts B

include referencefl—4]. More recently[5] presented a compre- Tx0=T, ®)

hensive overview covering inverse convection and radiation proib; being the initial temperature for every surface in the enclosure

lems in addition to conduction problems. Most of these studiesmd

focus mainly on measurement problems. One of the first studies

addressing the applicability of inverse formulation for thermal de- TG =Ta(x,t) @)

sign is[6]. In [7], the application of the inverse design for steadgor the design surface, wheflg is the temperature history that is

radiating systems is considered, whijig] considers multimode to be followed on that surface.

heat transfer combining convection and radiation that introducesin the given form, all the terms in the right hand side of E).

nonlinearity to the problem. A comprehensive summary about ire known. The unknown term, the emissive power distribution of

verse thermal design, focusing mainly on steady-state radiatift@ heater surfaces, is on the left hand side of the equation and is

systems is presented j8]. inside the integral. Equatioi®) is recognized as a Fredholm equa-
tion of the first kind, which is ill-posed, with the exchange factors
being the kernel for the system.

Formulation

The problem considered in this study involves transient, columerical Discretization and Solution Procedure
bined mode heat transfer. The differential form of the energy When the integral form of Eq5) is discretized using an ex-
equation for a surface that can be considered lumped across fli€it Euler scheme in time, it becomes
thicknessé inside an enclosure is:

Ny Nsm - Tg+1_-|—_n
IT(x,t E'F_.=pcC, d— L —q" "—qg" "
Ao (%0 + 07 (X, 1) =V Qeg(x,1) 9+ Q" (x,1) §=pCpd (m ) > ,21 PTG O oo e
(1) Nt Nsm
whereqy, is the convective heat flux, the heat flux due to conduc- 7m2:1 kgl EkFi« T E ®)
tion is
) whereNg , is the number of sub-surface elements for surface
Qea(X,1) = —kVT(x,t) (2)  the conduction heat flux is
and the net radiative heat flux at a point on the surface is quf}=kV§Ti“ )
Ng . . . .
" 1 no and Vﬁ is the discretized Lagrangian.
q’(x’t)_s(x)g‘l (S(X,)—l)q,(x ) From the prescribed design temperature hisibyft), the de-
sired temperature distribution at the time step-1, Ti'!, is
1 , o known. The designer’s goal is to find the necessary heater tem-
* e(x") E(x,1) |K(x,x")dx —E(x.1) ®) perature distribution, through solution of E&), at time step n to

) o satisfy the net radiative heat flux at the same time step, so that the
for a system withNs surfaces andk (x,x')dx’ =dFgy gy - _desired temperature distribution at the time step1 will be
The complete set of equations includes equations for all desigached. Once the exchange factors for the enclosure are known,

heater and reflector surfaces and the radiative term ifBaquust £q (8) can be reduced to a system of discretized linear Fredholm
be calculated from the radiative exchange equation given in Eyuations of the first kind written as
d

(3). In its given form, the simultaneous solution of the couple ~

inverse and initial value problem requires the calculation of the Fi_iEj=b; (10)

radiative heat flux and emissive power values simultaneously ]}%ere b, is the net radiative heat flux absorbed by design sub-
i - 1

the cgmplete set. An a!terna_tlve approach uses the exchange Kt&menti that originates from the heater elements, the terms on

tors (F) instead of configuration factors, and can be helpful espgse right hand side of Eq8).

cially for problems where specularly reflecting surfaces are e system characterized by EG0) is then solved to find the

present. necessary temperature distribution along the heater surfaces for
Ng the time stem. In order to obtain smooth, accurate, and physically
Q’r/(X,t):z E(X’,t)dT:dx—dxf— E(x,t) 4) reasonable solutions the linear system of equations must be regu-
k=1 larized.

. . The necessary heat input for the heaters to satisfy the required
where the exchange factor between differential elememtand heater distributions at each time step can be evaluated from the

A . i :
dx’ is defined as the rate of energy emitted from’dlffere.ntl'al elgfiscretized energy and radiative transfer equations for the heaters
mentdx that is absorbed by differential elemest’, and it in-  afer the heater temperatures are found. The relation is

cludes all the effects of intermediate reflections. Then the energy

equation can be written for each point on the design surface as R -t
i =piCp,i6i—7Ucai —Ueo,i
Ny aT(%0) At
> | EX 0 dFg a0 =pepd————koVAT(X) ~ Gg, (x.1) Ns Nop
k=1 ~
- > D ENF+EME (11)
Nt m=1 j=1
—kzl E(X",1)dFgy—ax+E(X,1) Due to the ill-conditioned character of the systems solved at
N each time step and the nature of the design problem itself, satis-
(5) fying the necessary temperature distribution while following the

1096 / Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Calculate s Heater surface —
Design surface —
L Reflector surface
=1 t0 Niime
6
ch,i" , chi'l for 7 5
design and reflector surfaces
E} fiom Eq, (10) with
regularlzlng solver g x )
n- n- x 2
Gevj !, qaaf™ for heaters 1 ,—) . :

l

QO from Eq. (11) for heaters

Fig. 2 The geometry of the furnace

surfaces. The design surface is to be heated from an initial state to
yes 1%, from a final steady-state, while it is kept at a spatially uniform tempera-
Eq. (12) for ture, following a specified heating profile.
heaters The use of the proposed algorithm is demonstrated in a sample
problem. A two-dimensional evacuated furnace with eight straight
surfaces, which are all gray, with thin-strip resistance heater sur-
7", Eq. (12) for design and faces 5, 6, and 7, design surface 2 and reflector surfaces 1, 3, 4,
reflector surfaces and 8 as shown in Fig. 2 is considered. The heater surfaces are
nichrome with an oxidized rough surface leading to diffusely re-
Fig. 1 The flowchart of the solution algorithm flecting surfaces. The reflector surfaces are polished aluminum,
and are therefore specularly reflecting with a larger reflectivity
than the heater and design surfaces. The design surface is silicon
carbide, which is diffusely reflecting. The heater surfaces are
desired heating profile may predict the removal of power frommade up of 30 nichrome strip heaters each of uniform temperature
some heater elements at some time steps. Since adding andthat are slightly separated from each other. There is no forced flow
moving power from heater elements at the same time will not lieside the enclosure and it is assumed that the effect of natural
desirable for practical purposes, the heaters with negative poweosivection is negligible when compared with the thermal radia-
are just turned off and the power input is set to zero for thog®n and the conduction along the surfaces. The backside of the
elements in such a situation. This introduces some difference laesign surface is insulated and it does not touch the reflector sur-
tween the predicted and desired design condition. The heater tdates at the edges; so thermal radiation is the only means of ex-
perature for the step in the corresponding elements is correcte@hanging heat from the design surface to its surroundings. Fur-
according to thermore, it is assumed that the conduction across the plate
Ns Ngm thickness is negligib[e when compared with the thermal radiation
p -1y g on-1y E 2 En-1F. exchange on the inside of the enclosur_e and conduction along the
Yedi ev.i E== - plate so that the surface can be approximated as lumped across the
plate thickness. Other assumptions are that all the thermal prop-
Enl) erties are constant and independent of the temperature variations
|

no

=T+

PiCp,i Oi

(12) in the system, and the system is in local thermodynamic equilib-
rium.

The constraint of no negative heater inputs, the regularizationThe required heating history is presented in Fig. 3 and is de-
of the system and solution of the linear system all introduce sorfiged by a polynomial providing a smooth heating curve from an
error, and the design surface will not receive exactly the sariftial temperature of 300 K to a final temperature of 1000 K and
radiative flux as evaluated from E(B). Therefore, the resulting Tq(t) is uniform across surface 2. The geometric data and re-
temperature distribution on the design surface at the timerstepfuired thermal properties of the surfaces are presented in Table 1.
+1 needs to be corrected according to the supplied radiative en-
ergy by _Eq.(12), replacingn by n+ 1. Similarly, the temperature Regylts and Discussion
distributions of the reflector surfaces can be updated for the time . . ) o
stepn+1 by utilizing Eq. (12), replacingn by n+1, once the The problem of transient heating of the design object is solved
necessary temperature distribution along the heaters is calculd@@gvaluate the necessary power input for the 30 individual strip
for the time stem. heaterq10 on ea_ch surfaces 5, 6, ar_ld 7 of Figt@ prowd(_a thc_e

The procedure described is applied from the initial time steeg,ecessary radiative flux for the design surface so that it will be
where the design, reflector and the heater surfaces are all dtéated spatially isothermal, following the specified temperature

prescribed initial condition. An outline of the procedure is prebistory presented in Fig. 3 in a total time of 60 sec. Certain con-
sented in the flowchart in Fig. 1. siderations should be underlined regarding the solutions, so that

the results can be discussed more clearly.

In this study, exchange factors are calculated once by the Monte
Carlo method(MCM) before the rest of the calculations as the
Sample Problem geometry and the radiative properties do not change. The MCM is

The problem considered in this study is a transient thermalstatistical solution technique that makes use of sampling of pho-
boundary condition estimation problem, in which the designéon bundles that carry the radiative energy. The method produces
aims at controlling the thermal conditions in the design envirovery accurate solutions within limits of statistical accuracy, which
ment by setting the necessary thermal conditions on the heatan be estimated. It is also a very flexible method and has a simple
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the design specification

formulation that enables easier handling of additional complexi-

ties like specularly reflecting surfaces, complex geometries and N o o o

effects of participating media and scattering. The method is efUs ones. In addition, the original coefficient matrix is stored and

plained in detail if10—12 and it will not be discussed here. Theused as is. Furthermore, the intermediate solution produced in

verification of the MCM used in this study is available[t8]for ~each step can be considered as a different and unique solution;

similar irregularly shaped enclosure problems. however, as more steps are included, the error is reduced, but
In order to produce regularized solutions the conjugate gradie¥gcillations in the solution increase. Therefore, the CGM can be

method(CGM) is used in this study. The CGM is a solution al-considered to produds-different solutions, which enable the user

gorithm that can be used to evaluate the exact solution véctoito choose one particular solution, based on the competing needs

for any linear system that is defined in the for@u=b, in (accuracy versus smoothngs$ the problem under consideration.

N-steps, wheré\ is the number of unknowns. The use of the method as a tool in inverse and/or ill-conditioned
For a linear system with a symmetric and positive definite cgroblems is discussed in detail [it5]. Referencg5] presents an

efficient matrixC, the CGM can be interpreted as a way to miniextensive discussion of the application of the method for various

mize the functionH(u)=[C(h—u)]- (h—u), which has a value inverse heat transfer problems. [Ib6] its similarity with another

of zero whenu=h, at its minimum. The method can be generalregularized solution technique used in inverse problems, truncated

ized for any arbitrary system when the system defined by(Eg). singular value decompositigiiSVD) is presented, underlining its

is multiplied by CT. The function,H(u), minimizes asVH(u) advantages in terms of memory requirement and computation time

and the residual of the system reach zero, as it can be shown @g" TSVD. Based on the information presentedi6] CGM is

the gradient of the functional is equivalent to the negative of twig@eferred over TSVD as a regularized solver for this study.

the residual for the systemV{(u)=—2r), where the residual ~ For an ill-conditioned problem, it can be shown that there is a

for the system is defined as compromise between the accuracy and smoothness of the solution
considered. The very first steps of the CGM produce fairly accu-
r=b—Cu (13)  rate but smooth results, while the further steps improve the accu-

In the CGM, the solution is defined as a linear combination ¢fCY at the expense of a loss of smoothness and physical meaning.
the C-conjugate vectors. At each step, a r@veonjugate vector is As soll_Jtlons _that are not smooth are not deS|re_d for practical pur-
introduced that is used to modify the solution, leading to a monB9S€s in engineering problems, a solution that is both accurate and
tonic decrease in the norm of the residual vector. smooth with a physical meaning is selected among\ipassible

The derivation of the method to solve a linear system of equé®!utions. The problem of deciding on the solution which is to be
tions such as Eq(10) is presented if14], and it will not be considered as an optimal solution is usually tack]ed in inverse
repeated here. The basic advantages of the CGM can be sumRfgblems with the help of the so called-curve” that is a plot of
rized as; the simplicity of computational procedures, the requirl€ variation of the residual norm against the solution norm.
ment of small memory for storing intermediate results and param-!n @ transient problem, it should be emphasized that it is not
eters and its robust convergence characteristics, i.e., @Ry desired to obtain spatially smooth distributions but also

Superiority Of each approximation When Compared W|th the pre\ﬁmoothly Changing te.mporal diStributionS fOr eac.h Spatial |Ocati0n
along time. If the optimal number of CGM steps is sought at each

time step, significant fluctuations in the variables along time re-
Table 1 The geometric and thermal parameters that define sult, as the CG-step yielding the optimal So_lu“_on may chang_e at
surfaces each time step. In order to get a smooth distribution along time,
solutions must be produced using a fixed CG-step for each time

Surf: kg/m’® ) . . ) .
zee 8@ plgm) ¢ 0hgl) [(m kWmK) = step rather than using the optimal solution. This leads to a loss in

; 8’88: §Zgg 232 Oig iiz %095 accuracy in certain time steps where a more accurate and still
3 0.001 2702 903 08 77 0.05 smooth solution might be available from the use of more CGM
4 0.001 2702 903 04 227 0.05 steps. ) ] ]
5 0.0001 7870 447 1 0.95 The proposed solution procedure is applied for the sample
6 0.0001 7870 447 1 0.95 problem and Fig. 4 displays the error of the achieved temperature
7 0.0001 7870 447 1 0.95 distribution along the design surface throughout the process,
8 0.001 2702 903 0.4 227 0.05 which is defined as
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Fig. 6 The necessary power input for thirty heater strips

Fig. 5 The temperatures of thirty heater strips along the heat-
ing process

constraint that restricts the energy removal from the strips is ap-
plied, the values of the non-dimensional temperature below 300 K
[TP—Tq4(t)| are corrected to 300.K leaving t.h.e. ones appve as they are. This
T—(t) (14) _sqqder_l change from isothermal |r_1|t|a_l conditions at th_e end of the
d initial time step due to the regularization error necessitates a large
It may be observed from Fig. 4 that the accumulated erroesnount of power input per time step to account for the heat ca-
affect the system the most when the non-dimensional time pscity of the heaters, especially for simulations utilizing a very
about 27 sec.t(60s=45), reaching a maximum error of 0.45small time step £t<0.376 sec.). Therefore, a second constraint is
percent, where the average error is 0.12 percent. The maximapplied for the initial time step to remove the “artificial” need for
and average errors decrease to 0.16 and 0.07 percent, respectitledypower input that has nothing to do with the physical needs of
as the system reaches steady state. The actual solution accuratiyassystem. This constraint limits the power input for all heater
limited by the assumptions considered for the formulation, progtrip elements at the initial time step leading the heater strips not
erty values and the radiation solver used. Observe that the locusmthange their temperature.
the maximum error is usually at the tips of the design surface. All the results presented in Figs. 4—6 are obtained using a time
This information can be used by the designer to reconfigure tetep size ofAt=0.0226 sec. and 64 surface elements with a
heater or enclosure geometry to achieve better agreement with 26e<10 grid resolution. The exchange factors are pre-calculated by
prescribed design environment. MCM using 400 million sample photon bundles in 2682.3 seconds
The resulting error distribution on the design surface, demounsing a Pentium™ [Il 650 MHz platform. The result from the first
strated in Fig. 4, is achieved for the temperature history on the 8U-step was used in order to obtain physical solutions with
heater strip surfaces displayed in Fig. 5. The temperature of th@ooth spatial and time profiles, during the entire heating for
heater strips is slightly above the temperature of the design s@660 time steps using 5.6 sec. of computation time. Identical so-
face at all times, as the design surface follows the prescribkdions result when the grid resolution is doubled, utilizing 128
temperature historyl 4(t). Furthermore, the distribution along thesurface elements with a %20 grid. Although the accuracy of the
heater strips is such that when combined with the resulting desimiwerse solutions could have been improved by using the results of
and reflector surface temperature distributions, the spatially ufinther CG-steps, this increases the norm of the solution as dis-
form heat flux and temperature conditions are satisfied on tp&yed in thelL-curve. Thel-curve represents the variation of the
design surface. The temperature of the heater strips increases uasldual norm with the solution norm for a single time step and a
it peaks at approximately around 39 sei¢6Qs=0.65) at a value sampleL-curve from the solution presented is displayed for the
near 1100 K and then decreases to the steady state temperatu@bth time step in Fig. 7. Every point in Fig. 7 represents a pos-
the design surface. sible solution resulting at the end of each CG-step for the subse-
The 30 heater strips exchange energy by thermal radiation wgbent time step. While the decrease in the residual norm repre-
other surfaces and each other, and receive energy as an inpusdnts the increase in solution accuracy, the corresponding increase
order to control the temperature distribution of the heater strip thatthe solution norm represents the decrease in the smoothness of
in turn controls the temperature distribution on the design surfadbe solution. Therefore, the solutions produced by the use of fur-
the input power distribution is varied. The necessary power inptiter CG-steps are more accurate but have a greater tendency to
is displayed in Fig. 6. In order to obtain the necessary power inppitoduce non-physical solutions than the earlier CG-steps.
distribution presented in Fig. 6 an additional constraint is used atln order to investigate the effect of the CG-step used in the
the initial time step. For the problem under consideration, tteolution of the sample design problem, the maximum percentage
required heat flux on the design surface is zero with all initi@rror of solutions produced using different CG-steps and time step
design and reflector surface temperatures being 300 K. It is appsizes are compared in Fig. 8. It can be observed that the time step
ent that a uniform distribution of 300 K along 30 heater strips wilize is an important parameter that affects the level of accuracy in
satisfy the design constraints exactly. However, the regularizéite solution. The time discretization error dominates the solution
inverse solution predicts a heater profile that has a slight gradiewhen a large time step is used. Therefore, for time step sizes
The heater strips close to the edges tend to have values lower thager than 3.76 sec. the system at some point overheats the design
300 K and the ones close to the middle higher than 300 K so thatrface due to discretization errors in such an amount that satis-
the energy equation is satisfied at every location. When the desfgimg the design goal becomes numerically impossible using posi-

9%ED ;=100
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Fig. 9 The geometry of the furnace for the modified case

107 :
]
_ o _ _ On the other hand, the solution evaluated using the result of the
Fig. 7 The L-curve, variation of the solution norm with re- third CG-step is subject to the least regularization error among the
sidual norm for time step 665 three solutions and the cumulative effect of the regularization er-

ror starts affecting the system later than the other two although it
produces the least smooth solutions. The solution using the results

tive emissive power on the heater elements. As a result, no phygfithe second CG-step satisfies neither of the conditions, and as a
cal result is available. On the other hand, when the time steprgsult has the smallest range of useful time step size.
decreased, the total number of time steps used for the solutiorPne of the main characteristics of inverse problems is that the
increases. This simply results in increasing the cumulative effé@sulting solutions are very sensitive to perturbations in input.
of regularization errors, perhaps leading the system to a stdteat is why it is customary to test the solution procedures devel-
where it is also impossible to maintain a physical solution #@ped to tackle inverse problems by introducing some perturbation
stated above. Therefore, the algorithm cannot produce any sdiithe problem considerdd]. In our case, inverse design, some
tion when the time step is reduced below some value. changes in the designed system, analogous to the perturbations in

The range of time steps where it is possible to produce a phyﬁ]e measured data, should be considered to test the versatility of
cally meaningful solution differs for solutions that use the result§e design technique developed. One should be very careful when
of a different number of CG-steps. This range is from 3.76 tiitroducing changes for a design problem as this can lead to a
0.0226, 3.76 to 0.301 and 3.76 to 0.0188 sec. when the resultgPgpblem that has no solution within the acceptable level of accu-
the first, second and third CG-step are used, respectively. Ti@€y. Two tests with modifications in the input data are considered
solutions that use the results of the first and the third CG-stelfisthis study; the first is the use of reflector surfaces that have
have a larger time step size range than the solution that uses l&fger emissivity(¢=0.5) and the second is replacing the slab
result of the second CG-step. This is because the solution evalgsign surface with a two-dimensional surface so that the furnace
ated using the result of the first CG-step is the smoothest; th@gometry becomes as displayed in Fig. 9. The lengths of surfaces
even though it is affected most by the cumulative effect of thé&-a and 2-c in Fig. 9 is 0.3 m and the new design surface intro-
regularization error as the number of time steps used increasesit€es blockage into the problem leading the spatially isothermal
still can produce physically reasonable solutions up to some poiRgating of the surface to be more difficult to achieve than it was in
the previous case. The rest of the problem’s conditions for the
materials used, geometry, and the design objective are unchanged.

Figure 10 displays the required heater temperature distribution
throughout the process, for the case with reflector surfaces having
£=0.5. The distribution is calculated using the results of the first
CG-step and a time step size of ®f=0.0226 sec. The maximum
error of the design is less than 0.6 percent. When Figs. 5 and 10
are compared, it can be observed that the temperature gradient
along the heater strips is greater in the case where reflector sur-
faces haves=0.5 it can be concluded that the original case is
more likely to be the preferred configuration, both in terms of
"\ achieving the design goal more accurately and in terms of effi-
10" N, ciency considerations as in the original case the reflector surfaces
absorb less energy. The results are in agreement with physical
-~ intuition, as highly reflecting sidewalls will make it easier to

e achieve spatially uniform distributions.

i Using 1 CG-Step e The second modification considered is the change in the design
— —o— — Using 2 CG-Steps surface geometry as shown in Fig. 9. The required temperature
10?2} — —¢—-— Using 3 CG-Steps distributions along the heater strips are displayed in Fig. 11. The
maximum error in the design surface absolute temperature for the
final case is less than 0.7 percent, which can be a significant error
for applications like RTP or CVD but can be considered within
acceptable limits when the governing assumptions are considered.
Fig. 8 The change in solution accuracy with the CG-step used The solution presented in Fig. 11 are produced using the results of
and time step size a single CG-step with a time step size &f=0.0376 sec., which

10°

10° 0! 107

1
At (s)
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rations factors in the formulation directly, i.e., using E8) in-
stead of Eq(4) leading to a larger number of simultaneous equa-
tions to solve at each time step.

Conclusions

A transient heating design problem is solved as a transient

1 boundary condition estimation problem. Heating of a design sur-

face is considered in an irregularly shaped radiating enclosure. It

is desired that the temperature should be kept uniform over the
surface while the surface is heated following a specified heating
profile. A number of heater strips together with specularly reflect-
ing, polished, reflector surfaces are used to reach the design goal,
through varying the temperatures of the heaters by controlling the
power input for each of the heater strips.

1 A design technique based on inverse formulation is used for
solving for the necessary power input for the strip heaters. Ex-
change factors are used to simplify the formulation of the radia-
tive transfer equation. The Monte Carlo method and the conjugate
gradient method are used in the solution of the particular problem;
but the same methodology can be applied using any method that is
capable of providing the exchange factor information and regular-

Fig. 10 The temperatures of thirty heater strips along the heat- ized solutions.

ing process for the problem with refiector surfaces having The inverse boundary condition estimation problem, which is

£=05 set by the conditions based on the previous time step, is solved for

each time step by using the conjugate gradient method. In order to
avoid changes in the resulting profiles the results of a fixed num-
is the limiting value for the case. In order to further improve thger of solution steps are used in all time steps. This yields smooth
solutions, the designer should consider other changes, eithepidfiles at the expense of some loss in accuracy in terms of meet-
geometry or the materials used. ing the prescribed transient temperature distribution of the design
The main advantage of the proposed procedure is that it c@ivironment. Even so, the difference between the specified design
produce a transient direct solution and it can be applied with agwal and the obtained results does not exceed 1 percent, at any
similar regularization technique instead of CGM or any oth%nace and any time, during the entire heating process.

method to formulate the radiation transfer instead of MCM with The proposed solution technique extends the capabilities of in-

the limitations outlined. When the temperature dependency of therse design from steady design problems to transient design

thermal properties becomes important the solution techniqgeoblems, which are more realistic engineering problems in many
could be modified by two different approaches. Both of thesgases. The problem can be extended to the case where the thermal
approaches require the calculation of configuration factors insteg@perties vary by considering updating the thermal properties at
of the exchange factors at the beginning. One of the approacheghis end of each time step. For the case where radiative properties
then to calculate the exchange factors at each time step based@h as emissivities vary, a formulation based on configuration
the properties varying with changing temperature distributiogctors rather than exchange factors will be preferable.

and following the rest of the steps in the procedure as outlined in

Fig. 1. The burden of the calculation with this approach is th

calculation of exchange factors from configuration factors. TH%CknOWledgments

alternative approach to get rid of this burden is using the configu-The authors thank the National Science Foundation for support
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Nomenclature

A = area(m?
b = right hand side vector
C = the coefficient matrix
F = exchange factor
N = number of unknowns or the elements
L Q = power input for heater strip@V)
r = residual vector of the system
0.8 g u = vector of unknowns or solution
S x = local coordinates along surfacés)
0.6 S %E; = the absolute percentage error based on the tempera-
N ture achieved
0.4 Greek Symbols

6 = plate thicknesgm)
Subscripts

cd = due to conduction
cv = due to convection
d = design specification
0 = initial condition
Fig. 11 The temperatures of thirty heater strips along the heat- r = due to thermal radiation
ing process for the furnace geometry displayed in Fig. 9. S = surfaces in the enclosure
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Combined Radiation and
Conduction in Glass Foams

Understanding of heat transfer in glass foams and the development of theoretical tools for
predicting heat transfer properties of glass foams is critical to improving the efficiency of

Andrei G. Fedorov glass manufacturing. In this paper,.combined radiation and con(.jucti.on heat transfer.in a

Asst. Prof semitransparent glass foam layer is analyzed. The foam layer is thin and of the uniform

e-mail: andrel fedorov@me gateéh edtj thlgkness: boundgd by ho.t combustlon gases on top and glass melt on bottom, and exposed

: ‘ ' : to isotropic radiation originating from hot refractories. Heat transfer is assumed to be
one-dimensional perpendicular to the plane-parallel foam layer. A previously developed
model is used to calculate effective extinction coefficients and scattering phase function of
the foam layer using a void size distribution and assuming all voids to be spherical. These
radiation properties are then used along with a Schuster-Schwarzchild two-flux approxi-
mation to solve the radiative transfer equation (RTE). A method for obtaining the effective
thermal conductivity of the foam layer is also presented. The RTE and the energy conser-
vation equations are simultaneously solved using a numerical iteration procedure. The
effect of foam thickness and bubble size on the temperature distribution in the foam layer
is studied. [DOI: 10.1115/1.1513579
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Introduction and molten glass in the tank. Among different parameters of the

) . foam layer, the thickness of the foam layer and the mean bubble
The bulk of the glass products ranging from glass containeg e showed major impact on the radiative characteristics of the

and decorations to optical fibers and TV displays are producé hm[7.8]

Hgg;h.e}r?ela;:vﬂr?;tgigglﬁg :‘gdtk;r?t(l)atrﬁ:-fi?ﬁfcgI?r?rf)lzgﬂttlrr:g ,frlf-{” this work, combined conduction and radiation heat transfer
ports in the form of socalled batch logs. Multiple burners in th glass foams is analyzed. The radiative transfer model developed

combustion space above the melt are used to heat up the refi; C_Fedorov and Viskantgr] is used to obtain the effective radia-

tory walls of the furnace to sufficiently high temperatures, and t t%fart)égp%rttéez ocfotrrr]1ebifr?: c;n C'g%’glrj Cl}gﬁsgnrgorg%rigng rﬁ et:tepr 6'122?;
hot refractories in turn supply radiant energy for melting the ra

materials. During melting, chemical reactions in the batch produmodel of the foam layer. The resulting temperature distribution in

gas bubbles, which rise toward the surface due to buoyancy for & foam layer is analyzed to elucidate the degree to which the

and convective currents in the mElt—3] to become trapped at the m layer impedes heat transfer to the glass melt. Also, the effect
free surface of the glass melt, forming a thin layer of glass foa foam parameters, such as thickness and mean bubble size, that

that covers between one to two thirds of the free surface of ti ve been previously identified as most impor{a]tto radiative

glass pool. Being semitransparent, the glass foam layer attenu %t transfer in foams is studied and discussed in detail
thermal radiation emitted by the hot refractories and combustion .

gases through both absorption and scattering. This causes a Si§alysis

nificant decrease in the radiative heat flux that reaches the glas
melt, leading to an increase in required melting time and a
crease in heating efficiency.

Although heat, mass, and radiation transports in the combust
space(reviewed by Webb4]) and in the glass melreviewed by
Viskanta[5]) have been studied quite extensively, only recentl
some progress was made in understanding heat and mass tra

£oam Layer Model. Consider a plane parallel layer of glass
yam in a glass melting furnace as schematically shown in Fig. 1.
This layer consists of many gas bubbles separated by thin glass
'Melt films (lamellae)and is bounded by the slowly circulating
lass melt at the bottom and moving hot combustion gases at the
Qﬁ . The origin of the coordinate system is at the top surface of the
; - ‘ s foam layer and the axis points toward the bottom of the
in glass foamg6]. In particular, Fedorov and Viskantd,8] de-  |5ya The glass foam layer is assumed to be of uniform thickness,

veloped a methodology for predicting the effective radiative PrOR-"3nd to extend indefinitely in the plane perpendicular to the

erties_(absorption and scattering coeffic_ients and sc_attering ph%é?ixis. Visual observations and analysis of samples taken from the
function) of the glass foams and radiative transfer in glass foa

; . L, JTES tual furnaces confirm the validity of such a one-dimensional
blanket. Both cases of collimated and diffuse radiation inciden¢g gresentation of the foam layeThe ¥oam structure is very com-

have been considered, and analytical expressions for the total : it consists of the sphericét the bottomiand polyhedralat

parent reflectance, transmittance, and absorptance of the f top)bubbles and its porosity may vary across the thickness of
layer have been obtained by accounting for external and interq P) b ty may vary

reflecting boundaries of the layer. The results of this work CO%’ layer from 0.5 to 0.97. A detailed description of the structure

) o - . h nd composition of glass foams is availaf8e6]. There is a great
firmed Trier's[9] indirect observations that the transmittance o eal of uncertainty and difficulty in experimental determination of

;hermlal radiation evendthrzoough a rtelati\(elytrt]I"ﬂE cmd thiﬁk)f the foam structur¢3], and this demands development of a sim-
oam layer never exceeds 20 percent or, In other woras, e 109ffkeq yet realistic representation of the foam structure. A para-
blanket provides significant resistance to radiative heat transter

from the hot refractories and combustion products to the bateh—
P Typical foam layers observed in actual and laboratory furnédegens Corning

and Techneglas, USA and Schott Glas, Germarg between 2 to 10 centimeters

Contributed by the Heat Transfer Division for publication in th®BNAL OF  thick and extended over several meters over the surface of the molten glass mainly
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 17, 2001between the batch logs, thereby supporting the validity of the one-dimensional
revision received June 26, 2002. Associate Editor: R. Skocypec. analysis.
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[ _— - direction unit vectorB, , «, , ando, are the spectral extinction,
T absorption, and scattering coefficients, respectively, bjdis
- Planck’s blackbody emission function. The scattering phase func-

tion, @, , is the probability that a beam of radiation of a certain
."" !:..:. wavelength traveling in directiof2’ will be deflected into direc-
tion Q.
o .. & .’.::r Layer Expressing the RTE in terms of optical thickness, for the
@200 g o8 -

. .... case of isotropic incident radiation givEs|
) di
.F 'i’*gﬂnli L B = L= 0l (T(7)

Ciae Rubhles  Glass Tamellse Cilasa Mel 1
X + w),

(" )F(pp)dp’ (4)

Fig. 1 Schematic of glass foam layer whereu is the cosine of the angle between the given direction and
the x-axis, w, is the single scattering albedo, aR@uw,u’) is the
azimuth averaged scattering phase function. Introducing the

metric representation of the bubble size distribution in the glas¢huster-Schwarzchild two-flux approximati¢n,10] and inte-
foam was proposed by Fedorov and Viskafifd based on the 9rating over the forward and backward hemispheres yields two
modified gamma functiofil0]. The extensive parametric studiesoupled ordinary differential equations for the intensity field,
[8] indicate that a uniform bubbleassumed to be spherigalize di;
dlstrlbutlc_)n across the foam !a_yer with a carefully §ele<_:ted mean P —[1— w\Fg4]l : + o\ [1-Fglly +[1— o\ Ipn(T(7y))
bubble diameter may be sufficiently accurate, considering S|gnn‘|2 Y
cant uncertainties in determining other input parameters., (5a)
spectral radiative properties of the glass and glass thermal conduc- 1dI-
tivity as function of temperatujeA balance between the surface i S —[1—w\Fglly + o\ [1—Fqlly
tension and buoyant forces reveals the dominant bubble size to be 2.dn,
between 3 and 5 mm, and the average porosity of the foam layer _
is about 0.7 for the operating conditions found in the actual fur- 1= oy ]lp(T(70) (5b)
naceg6,7]. where F4 is the fraction of radiation scattered in the forward
. . ._hemisphere and is given by Fedorov and Viskajith These
Governing Equations. The general energy conservationggations can be transformed into a second order ordinary differ-

equation for the foam layer is given y1] ential equation with spectral radiative heat flux as the dependent
R : variable:
pl—=+v-Vu|==V.-q—pV-v+ud+Q (2)
at dzqr)\ A2 2 dlb)\
; : : —— = (A =B+ 27E\—— (6)
For a typical glass foam layer, the motion of the bubbles is dx dx

slow and convective terms in the energy conservation can be jg- _ _ _ _
nored. Thermal radiation that is incident on top of the foam Iayé@'tzh (Ai*__ )2'8”(1 @\Fa), By=2B\0\(1-F4), and E,
originates primarily from the hot and rough refractory walls of the’ TﬁAe tota(ll)?adiative heat flux is then given by

furnace, whose temperature remains essentially constant because

of the large thermal capacity of the refractory bricks. These facts *
support a steady-state approach to treatment of heat transfer in the ar= f and\ )
glass foam layer subjected to isotropic incident radiation. The 0
flow and heat transfer in the combustion space and glass mgfuations(6) and (7) combined with the energy conservation
above and below the foam layer, respectively, are assumed steagyation, Eq.(2), and proper boundary conditions allow for a
and fU”y deVelOped with uniform temperature. Thus, W|th|%0|ut|on of the temperature field in the foam |ayer_
one-dimensional representation of the foam layer and assumingB N ) )

the heat transfer within the foam layer is steady with no heatBoundary Conditions. Equation(6) requires two boundary

generation or viscous dissipation’ the energy conservation qugnditions and these. are obtained aSSUmi.n_g the boundaries of the
tion becomes, foam layer are semitransparent, non-emitting, and diffusely re-

flecting [10]:
d de+ 9(10]
—_— —k— q ~ ~ S ~ A~ ~
dx dx (S, 2) =l inen(S,2) + pdjr ) f o LW(s,Q)|n-Q'|[dQY’
where g, is the total radiative heat flux, which is obtained by <0 ®)
integrating the spectral radiative heat flux distribution over the
entire spectrum. Equation(8) is simplified by invoking a two-flux approximation,
The spectral radiative heat flux is related to the spectral ignd the resulting boundary conditions on the top and bottom
tensity of radiation,l, , which for an absorbing, emitting, andbounding surfaces are:
scattering medium is given by the solution of the RTE, which is

2
given by[10] ) |:<0>:<1—pu>(?) lon(Ter) + o2y (0)  (9)
V- [L(s2)Q]=— B(91,(s.0) + k(5 (T(9) ’

=0 @)

- ne\? +
o “ “ ~ A I, (H=(1- — | I (Te I (1 10
+4_>\f | (s.0)D, (s D) (3) »(D=( p32)(n|) b (Tetr,n) T p2al y (1) (10)
T J)ar

whereTq4, andTq, are the effective “emission” temperatures of
wheres is the position vector of a particular point in the mediunthe bounding media at the tdpefractory walls and combustion
with respect to a given coordinate fram®, is a line-of-sight space)nd bottom(glass meltpf the foam layer, respectively; ,
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ng, andn, are the refractive indices of the foam, combustion — | ————
gases, and the glass melt, respectively. These boundary conditic
are then expressed in terms of spectral radiative heat flux usii

A= m(17 = 1Y), giving
2(1-K,) erx‘ _A4A7E\(1-Kp)

Flass {ouler laver)

u

2(1+K2)qr)\(0)+ A)\+B)\ dx ‘X:O_ A}\-‘rB)\ |b(0) Gas (inner lnyer)
+47K, (11)
2(1-Ky) dgy,| AmE\(1-Ky)
—-2(1+K 1)+ = Io(]
( (D) A +B, dx ‘X:I A 1B, (D)
* 47TK3 (12) Ri {plass)

where K;=(1—p12) (N¢/Ng) 1oy (Terd), Ka=p21, Ka=(1—pzo)
X(Ne /) 2oy (Terp), and K4=p,3. The energy conservation
equation, Eq.(2), requires two boundary conditions, which are # !
obtained by performing energy balances at the interfaces. At tt

top interface, heat is transferred to the foam layer by convectic

from the circulating combustion gases and radiation that is at
sorbed at the interface. In addition, the top of the glass foam lay:

emits radiation in the wavelength region where glass is opaque. ,

the bottom interface, heat is transferred by convection from th (b)
slowly circulating glass melt. Thus,

RE (plivss)

R4 fplazs)

|
K w—
Tk (L=20)

dT
_ kf(d—xf) 70= ho[Tg—T:(0)]

+30pJ)\ [Eon(Terr,t) — Epn(T1(0))]dA

13) ,
R =
dT, ' kLT 1
_kf( f) =h[T¢()—T|] (14) e L-2 A
dx/ Ry = ——
x=1 k(L —1)

where \. is the critical wavelength beyond which the glass is
opaque, and, is the emissivity of the foam layer surface beyond (c)

the critical wavelength. i ] ) ]
Fig. 2 (a) Typical cubic cell; (b) thermal resistance elements

of the cubic cell; and  (c) equivalent thermal resistance network
for computing the effective thermal conductivity of the foam

Solution Method

Numerical Approach. A band model is employed to perform
spectral integration in computing the total radiative heat flux. Di-
viding the entire spectrum inth intervals(bands)and assuming %
the spectral radiative heat flux to be constant in each band, the dx
overall energy conservation equation, E2), becomes

N

2 ﬂA)\i 4
“=1 dx dx

whereq,; is the spectral radiative heat flux for bafig computed
using Eq.(6) for each bandi=1,2,...N. TheseN+1 equa-
tions, Eq.(6) for each band and Ed15) are solved iteratively
according to the following procedurél) assume/update the tem- Effective Thermal Conductivity of Glass FoarEquation(15)
perature field,T;(x); (2) solve Eq.(6) to calculate the spectral requires an effective conductivity of the foark{ as one of the
radiative heat flux for each band=1,2, ... N using boundary key parameters. The development of the effective thermal conduc-
conditions Eqgs(11) and (12); (3) using spectral radiative heattivity of the foam layer presented here parallels the development
fluxes, solve the overall energy conservation equation(Es), to by Pilon et al.[12] for the gas diffusion coefficient in closed-cell
obtain an updated temperature distribution in the foam; @d foams. The foam layer is viewed as a collection of cubic cells,
repeat the process by returning to stép until the error in pre- stacked directly on top of one another, so that they are aligned
dicting the temperature is less than f0between successive it- perfectly in the vertical direction. Each cubic cell has glass walls
erations. It should be noted that the first term in EtH) is a and a cubic, gas filled cavity. A cross section of the cubic cell is
nonlinear function of the temperature. In order to obtain conveshown in Fig. 2(a). Conduction across the cubic cell can be mod-
gence in the iterative process, the fully implicit scheme is used &ted with an equivalent thermal resistance network. The cubic cell
discretize Eq(15) and the nonlinear dependence of the radiativis broken into four separate resistance elements as shown in Fig.
heat flux on temperature is incorporated into the solution by i{b) with resistance values shown in Figic2 Combining these
troducing the following linearization of the spectral radiative heaesistances yields an effective resistance, which can be used to
flux: express the thermal conductivity of the foam as

Neri

- __ old
A [T=T97 (1)

old
Tf

d [dg;
*a{ﬁh
T?Id X

where T is the temperature field in the previous iteration. The
=0 (15) tridiagonal matrix inversion algorithriTDMA) is used to solve
the resulting set of linear algebraic equations.

dT;
Kiax

Model Parameters
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4kit(L—t)+ky(L—2t)? Model Validation

2t[kg(L72t)2+ 4kt(L—t)]+kL2(L—2t) (7 There are two major sources of uncertainties that must be as-
sessed and controlled to have confidence in the validity of the
Defining a dimensionless thickness-t/L, the effective thermal simulations results. First comes from the accuracy of the model
conductivity of the glass foam can be written as for predicting effective radiative and thermophysical properties of
the foam, which was carefully assessed6r-8|, and also from
the validity of the assumptions used in the model formulation,
which is discussed in the previous section. The second source is
due to the numerical methods used for solving the problem in
or it may be expressed in terms of the foam porositywhich is hand, and the validation procedure is discussed next.

kf:k|l_

4k E(1— €) +kg(1—2¢)?

k=Kl 2k eI 267 T Ak E(1— O + k(1-28)

(18)

linked to the dimensionless thicknegs,as follows: The convergence tests were performed on the baseline case of a
5 cm thick foam layer with a uniform bubble size distribution.
(L—2t)3 3 Successive increase of the number of nodes led to convergence of
- T:(l_zg) (19)  the temperature field. The largest error was at the bottom bound-

ary where increasing the number of nodes from 500 to 1000 gave

Thus, given thermal conductivities for the glass melt and gas, tad.5 K difference. The difference at all other corresponding nodes
effective thermal conductivity of the glass foam layer becomesas on the order of X 1072, To obtain a satisfactory combination

only a function of the porosity. The conductivity of the glass melf computational efficiency and accuracy, 500 nodes were used

is a function of the temperature and is given[i3] for all cases.

The effect of the number of bands used for spectral integration

below the critical wavelength was also studied. Increasing the

(20)  number of bands led to a convergent temperature field, and to

obtain sufficiently accurate results, 20 bands were used below the

The thermal conductivity of the gas is assumed to be constantdfitical wavelength. The number of bands used above the critical

the temperature range of the glass foam layer and is givek, by wavelength is not as crucial since the amount of radiant energy in
=0.05 W/m-K[14]. this spectral region is relatively small.

] The numerical algorithm developed in previous section was

Glass Parameters. The band model presented by Viskantaested on the relatively simple case of a plane parallel, gray,
and Wu[15] is used to describe the spectral behavior of the alahsorbing-emitting medium between two isothermal plates at
sorption coefficient of glass. This is a three-band model with theyoo K and 500 K to verify that it produces accurate results.

k|:1+

T-273.15 W
600 m-K

following parameters: Figure 3 illustrates the temperature distribution across this layer
_ for various values of the conduction to radiation parameer,
1=25 m = for O<A<2.7 um as defined by Mode$.0]. Comparing these results to those given
. by Modest([10], p. 719 shows excellent agreement, as our pre-
k=250 m* for 2.7<\<4.7 pm dictions and those by Modest on Fig. 3 lie on top of each other. It
. should be mentioned that the algorithm displays instabilities if
kKy=° m = for A>4.7 um N, <107° (i.e., when radiation is essentially the only mode of

heat transfer)because the source linearization procedLEe.

Thus, the glass foam Iay_e_r is semitransparent to_radiation witl‘tfe)] is not sufficiently robusti.e., requires a good initial guess
wavelength below the critical value of 44m and is opaque 10 5 handle the problems with a overwhelming dominance of the

radiation that has a wavelength above this value. Following thehjinear (radiation) phenomena. Fortunately, this does not
work by Lee and Viskant@l6], the refractive index of the glasspresent a problem, sind¢,, in the typical glass foam layers is on

and its emissivity in the opaque region ang=1.5 and e, 2 ;

=0.9, respectively. The reflectivities of the cogmbustion gas?foame order of 10 or higher.

interface are given by empirical correlations(ja7], p.21)based

on data compiled by Orchafd8]. No such data exists for the

foam/glass melt interface reflectivities, which for the purposes of

this analysis are estimated using Snell's law for an optically

smooth interface. 1000 ' ' ' ' ' " : : ;
Environmental Parameters.The temperature of the combus- ~ 90F 1

tion gases and refractories is expected to be around 1800 K, whic g5t .

is also taken as the effective “emission” temperature. Similarly, N,=01

the glass melt temperature is assumed to be 1000 K and the e 850 N =001 ]

fective “emission” temperature at the bottom of the layer is also ao0 - « |

assumed to be 1000 K. The convective heat transfer coefficient fca

the combustion gas/foam layer interface is expected to be ab0|§ 750 F 1

100 W/m-K [16]. The convective heat transfer coefficient at the & N, =10

foam/glass melt interface is uncertain as it is locally dependent 0@ 7| N,=1 i

the complex natural convection flow structure in the glass mell gzt ]

and transport of bubbles near the foam/glass melt interface, whic

are function of the specific furnace type and operating conditions 8600 ]

In the large scale furnaces, the case considered here, the glass v 50l )

velocity near the free surface is only a few centimeters per minute

because of the slow circulation of the glass njé#®], and we 500 . . : .

0 01 02 03 04 05 06 07 08 09 1

assume a relatively low value of glass/foam heat transfer coeffi Dimensionless Position from Top Plate

cient, 5 W/m-K, to reflect such a behavior. In general, the heat

transfer coefficient should be calculated by performing detailefy. 3 cCode validation results: comparison of the tempera-
simulations of heat and fluid flow in the glass melt for the specifigre profiles for different values of the conduction to radiation
furnace design and specific operating conditiffis parameter [10]
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Results and Discussion 1800 T T . T . . y : r

In all simulations, the parameters were taken as those present:
in the previous sections unless otherwise noted. Since the foal
layer thickness is expected to range from 1 cm to 10 cm, the
baseline case is taken as a 5 cm, isotropically scattering foar
layer with a uniform bubble size of 5 mm as representative to the 1500
actual arrangemeni]. Figure 4 shows the temperature field for %
the baseline case along with the temperature field for a layer undez
the same conditions with zero resistance to radiation transpoig
(i.e., the spectral extinction coefficieng, , is zero across the §13c|u |
entire spectrum The case of zero-resistance to radiation is such
when pure heat conduction equation is solved within the foarr
layer (i.e., foam is assumed not to scatter or absorb radiation ir
the spectral range where it is semitransparert the convection 1wk
+radiation boundary conditiofEqg. (13)) is still used to account
for fraction of radiation absorbed at the top surface of the foan ;g , \ , . . . . .
within the spectral region where glass is opaque. Thus, the pul 0 o0t 02 03 04 05 06 07 08 08 1
pose of Fig. 4 is to emphasize the difference between the casco Dimensionless Position from Top of Foam Layer
when one does and does not account for the radiation/foam inter- . i

) . . . . ig. 5 Effect of foam layer thickness on temperature profile
actions in the spectral region where glass is semitransparent. ‘F he foam layer with average bubble diameter a =5 mm
foam layer shows a temperature drop from about 1745 K to 111
K compared to the temperature decrease from 1770 K to 1592 K
shown in the zero-radiation resistance foam layer. This confirrgz

700 <<

1600

1400

1200 1

o . m 1 cm to 10 cm. Because the incident radiation can more
that the heat transfer to the glass ”!e“ IS S|gn|f]cantly |mped_ed }Ssily penetrate a thinner foam layee., the amount of scattering
the presence of the foam layer. This observation agrees with '

- ) X d absorption experienced by the radiation is redydbd tem-
result obtained by Ferrov and Viskantg i8], W.h'Ch predicts a perature at the glass melt interface is greater. Examining Fig. 5, a
total apparent transmittance of zera 85 cm thick foam layer.

. ; - .1 cm foam layer has a temperature of 1345 K at the glass melt
The comparison between the results obtained when both radiatjgfL tace 232°K higher than that for the baseline 5 cm foam layer.
and conduction are considerésblid line) and when radiation is

neglected(dashed line)provides also a good illustration to theFurthermore, the temperature at the glass melt interface tends to-
iW_ard the glass melting temperature for thicker foam layers b_e-

tances. In the case of the optically thick foattfsickness greater Eause the thicker the f_oam layer, the smaller the fraction of radia-
) tion that reaches the interface between the foam and glass melt,

than 5 cm for the soda-lime glass considered hare radiation thx; eby decreasing heat transfer to the glass melt. As the foam
heat transfer resistance dominates and accounts for greater thaﬂié/]ér thickness grows, the temperature profiles approach the
percent of the total resistance to heat transfer across the fo s : : .

layer (see Fig. 4). On the other hand, for the optically thin foamguymptotlc limit set by the curve for 10 cm thick foam, provided

. X ) other parameters remain the same. Also, Fig. 5 shows that
(thickness below 3 cmgomparison of the results obtained for thethi(ﬁnker fogm layers exhibit a higher temperatur% at the foam/

cer\]ses wg_e?_ bo_th COI’lldU::tléJ]n tarrl]d rad;]atlo? (zja_re tcontslf]ld?rtid YWhbustion gas interface because of an increased total resistance
when radiation 1S neglectemhot snown herejndicates hat e 4, heat transfer. If the furnace is considered to be a perfectly

radiative transfer becomes a less significaess than 30 percent g ateq box, as a first approximation, then an increase in the

of tthe tOtf.‘I .Lels?ta?ce. IS ddtue to .radla;ﬂ;/he ttratn)lsfalth(:ugh St“”h foam temperature stipulates an equivalent increase in the effective
not a negligible tactor in determining ot the total resistance to e15'%tmperature of the refractories in order to maintain the required

transfer. . . .
; sppply of energy for heating the glass melt. This leads to an in-
The |mpedance_ of heat transfer to the glass melt_ depe ased generation of N@ollutants via thermal mechanisms in
strongly on the thickness of the foam layer as shown in Fig. e

hich sh ¢ " files f / thick . combustion space and also promotes wear of the furnace
which shows temperature profiles for a toam thickness rangiidgy resulting in a significant decrease in the furnace longevity.

1800 T T T T T 1 T T T 1800 T T T T T T T T T

—~ - Zero Resistance to Radiative Transfer 1700}

T

1600

@
3

Temperature (K)
Temperature (K)
=
[=)

Q

1300 1300

1200 1200 F i

1100 + 1 1100 p

1 L i I I 1 1 L 1 1m0 1 1 1 1 1 1 1 1 1
10030 0.1 p2 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Dimensionless Position from Top of Foam Layer Dimensiontess Pasition from Top of Foam Layer

Fig. 4 Temperature field for baseline case and a zero-radiation Fig. 6 Effect of bubble size on temperature distribution for a 1
resistance layer cm foam layer
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1800 P ———— T - . y y y the temperature distribution across the foam layer, as long as it is
optically thick(i.e., when the layer thickness is greater than 5 cm
for soda-lime glags The shape of the temperature profiles re-
mains the same, and only the temperature of the foam/molten
glass interface becomes slightly lowére., closer to the glass
melt temperaturel|) when the heat transfer coefficient is in-
creased. This is because the dominant resistance to heat transfer
lies in the foam itself, rather than at the téfwam/combustion
space)and bottom(foam/glass meltjnterfaces, as long the foam
layer is optically thick. Only when the foam layer is optically thin
(the actual thickness is less than 3)cran order-of-magnitude
increase in the foam/molten glass heat transfer coefficient results
in a significant decrease of the foam/molten glass interface tem-
perature(by about 200°C to 300°C However, such thin foams
are unlikely to be stable in the actual furnace environment because
of strong combustion-induced pressure fluctuations in the furnace

1700

1600

1500

1400

Temperature (K)

1300

1200

0 01 02 03 04 05 06 07 08 09 1 environment above the foap8].
Dimensionless Position from Top of Foam Layer

1100

Fig. 7 Effect of bubble size on temperature field fo r a5 cm Conclusions

foam layer Combined conduction and radiation heat transfer through a
foam layer with application to a glass melting has been studied.
The results show that the foam layer offers a significant resistance

The effect of bubble size on the temperature field was al$® radiative transport, which reduces the heat flux to the glass melt
investigated. Temperature fields for foam layers containirﬁ{‘d the temperature at the interface with the glass melt. Thus, the
bubbles of a uniform size from 1 to 7 mm are illustrated in Figggmount of heat received by the glass melt is much less in areas of
6 and 7, which correspond to a foam layer thickness of 1 cm aHig glass melting furnace where thicker foam layers are present,
5 cm, respectively. These figures show that bubble size has m¥fich makes the melting process more costly and inefficient.
influence on the temperature field for thinner foam layers. EssehRicker foam layers also have a higher combustion gas/foam layer
tially, foam layers thicker than about 4 cm become opaque fgpterface temperature because of an increased resistance to the
bubble sizes on the order of 5 mfi], which is the prevalent heat transfer, which in turn leads to an overall higher temperatures
bubble size expected for the glass melting process. Since the 5¢hihe furnace environment. This facilitates an increased genera-
foam layer is effectively opaque, the temperature field is almo4@n of thermally actuated pollutants such as nitric oxides. The
independent of bubble size. For the 1 cm foam layer, radiationfgbble size and heat transfer coefficient at the foam/molten glass
only partially absorbed by the foam, and the temperature at edepgrfaqe are also important in determlnlr]g the temperature distri-
point in the foam layer decreases with increasing bubble size, wRHtion in the foam layer, but only for optically thin foam layers.
the difference becoming smaller as the bubble size increases. T&inally, the theoretical model of the heat transfer in the foam
explain this, consider Fig. 8, which plots the spectral extinctiofieveloped here makes the first step in establishing a critical, and
coefficient according to the model presented by Fedorov and V&Q-far missing link[6] that is required to couple heat and mass
kanta[7] for different bubble sizes. The trend observed for th&imulations of the combustion spagk] and of the glass mel6]
spectral extinction coefficient is the same as for the temperatjpyvards development of an integrated approach for the model-
field. For a smaller bubble size, the extinction coefficient is largdp@seéd optimal design of glass melting furnaces. In addition,
causing more of the radiation to be attenuated within the foamc_)wledge of the local temperature distribution across the foam is
layer, which raises its temperature. critically important to understanding and controlling foam forma-

Finally, the effect of the heat transfer coefficient at the moltefion and stability as well as the chemical composition and quality
glass/foam interface has been also assessed. The results indightfe molten glas$6]. This is because the mass transport prop-
that a change in the heat transfer coefficient by one order of m&jties of the foam regulates diffusion of chemical species from the

nitude from its baseline value of 5 W/m-K has very little effect offOmbustion space to the glass melt and vice versa, and gas diffu-
sion through the glass foams is a thermally activated processes, as

the effective mass diffusion coefficient of major gas species (O
SO,, CO,, H,0, and otherslepends exponentially on the local
temperature of the foafl2].

1400 T T T T T T T T T
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unit vector normal to surface
pressure

= internal heat generation

heat flux

temperature

= time

internal energy

a a
o o
. T
A .
n
o
[ [ |

8
3
3

\

_—————— . _— —_

Spectral Extinction Coefficient {nr')

8

o
c o0 5 —x —=
Il

05 1 15 2 25 3 35 4 45
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Fig. 8 Effect of bubble size on spectral extinction coefficient
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v = velocity
x = coordinate in direction perpendicular to foam layer

Greek Symbols

= extinction coefficient
emissivity

absorption coefficient
scattering coefficient
density

= viscosity

porosity

CeTTIx 0™
[

in Equation(1)

wavelength(refers to a spectral quantjty
unit direction vector

= single scattering albedo

= optical thickness £ [§8dx)

Subscripts

b = refers to blackbody
¢ = refers to conduction
eff = refers to an effective value
f = refers to foam
g = refers to gas phase
inc = refers to incident radiation on the top of the foam
| = refers to liquid phaséglass melt and lamellae
r = refers to radiation

9 € o>
I

Superscripts

+ = refers to forward hemisphere
— = refers to backward hemisphere
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A Holistic Optimization of
Convecting-Radiating Fin
Systems

M. Sasikumar
C. Balaii A convecting-radiating fin array, which stands vertically outside of a horizontal rectan-
. ) a al_' gular duct, has been analyzed for various design constraints. Fully developed turbulent
e-mail: balaji@acer.itm.ernet.in flow is considered inside the duct. This study takes into account the variation of fluid
temperature along the duct, which has been ignored in most of the earlier studies. The
Heat Transfer and Thermal Power Laboratory, one-dimensional governing equation for temperature distribution along the fin is solved
Department of Mechanical Engineering, for all the fins of the fin array and the total heat transfer rate per unit system mass, total
Indian Institute of Technology Madras, entropy generation rate and optimum fin height based on maximum heat transfer rate per
Chennai 600 036, India unit system mass are evaluated from the derived temperature profiles. These quantities are
then correlated as functions of geometric and flow parameters for three types of fin
profile. Optimum solutions are generated based on (i) maximum heat dissipation rate per
unit system mass and (ii) minimum entropy generation rate. A procedure to combine these
two optima in order to obtain a “holistic” optimum is also discussed.
[DOI: 10.1115/1.1497358
Keywords: Convection, Optimization, Radiation
Introduction on which the convecting-radiating fins stand vertically, has been

The performance of heat exchangina devices can be imorovee sidered and one dimensional fin equation for a convecting-
P . ging P iating fin array is solved using various numerical techniques.
by heat transfer augmentation techniques such as the use of ex-

tended surfaces. This improves the convective and radiative heat
transfer rates, which result in decrease of system size and weight.
Fins are especially attractive for these applications because tidgthematical Formulation
offer an economical, trouble free solution to the problem, when
properly designed. In recent years, a great deal of research e}q
) oo, oo, cE T, O BBl e ow. T i hown n Fig. 1. The bt id o
fer from .horizontal fin arrays has been performed by various r 1e duct is truly ad_laba_tlc. The fin profile can be rectangL_JIar, tri-

. ; gngular or trapezoidal in general. The following assumptions are
searchers like Harahap and McMar{ug, and Jones and Smith :

" . . O . .made in the present work.

[2], and the same configuration with radiation and mutual irradia-
tion between fins was analyzed by Donovan and Rdi@giRam- (i) The fin material is homogeneous and the material properties
mohan Rao and Venkateshpfl. From these studies, it was ob- are constant.
served that natural convection is a dominant process. Generally{ii) Steady state conditions prevail in the fin system.
heat transfer processes are accompanied by thermodynamic irrdiii) The flow inside the duct is considered to be fully devel-
versibility such as entropy generation. The production of entropy ~ oped and turbulent. o _
may be due to fluid friction and heat transfer across a finite tem-(iv) The temperature gradient across the fin thickness is very
perature difference. These irreversibilities can be minimized by ~ Small as compared to the gradient along the fin height.
keeping the entropy generation pertinent to the thermal system tdv) The duct and fin width are unity.

the minimum. The coupling between entropy generated due to theat transfer takes place by convection from the fluid to the wall
above mentioned irreversibilities was examined using the conceptthe tube, whereas from the surface of the fin and the duct heat
of heat exchanger irreversibility by Bejdh] and also discussed is lost by both convection and radiation to the environment. The
the origin of irreversibility production mechanism and its distrimutual interaction between adjacent fins has also been considered.
bution through a fluid medium under convective heat transfer sitgjduminum has been chosen as the fin and duct material because of
ation. Numerical thermodynamic optimization studies have be@8 high thermal conductivity and low density. Under steady state
conducted by Nag and Mukherj¢é], and Balaji et al[7] for conditions, the application of energy conservation principle along
various thermal situations. a fin yields[8],

The above review of literature shows that a lot of work has
been done in the area of heat transfer optimization of fins anél“¢1 d¢
entropy generation minimization as well. However, optimization dy?2 day
of thermal systems by holistically considering the above two com-
peting criteria is an undeveloped area. Such an analysis would ~ X[G;+G,]=0 1)

enable a much better understanding of the problem and mak

useful correlations available. This is the main objective of th‘é\’ﬁere’e' andG; are the irradiations from the left and right side

present work. In the present study, turbulent flow inside a flat dugi the fin respectively anB, D are the fin constants, which are

r?’he problem considers an array of equally spaced vertical fins
nding on the top of a rectangular duct bathed by fully devel-

~D,H NCt,D (s — o) — NrtyD, 3+

Nrt,D,
20Ty

iven by,
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H Flow in
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=
g

_l S1=512

A

W=1m

Fig. 1 Schematic of the physical system being investigated. The figure shows
a general case of trapezoidal-profiled fins arranged on a horizontal duct

where, “m” is defined as the ratio of the difference between thie fin and the duct surfaces. Radiosity is assumed uniform over
fin base and end thickness to height of the fin, and is given ke area of any element. The dimensionless radiosititho€le-
m=(t,—te)/H. The non-dimensional variables are defined by ment is given by,

_ H%hy.

SO'HZTg
kt, a

Nc Nr k—tb,

and ¢=T/Ty,;, Y=y/H

@)

Equation(1) represents the dimensionless governing equation for
a one-dimensional convecting-radiating fin. The boundary condi-

tions are given by

Y=0, ¢;=1 and Y=1,
dé; [Hhy. eoHTS
a7+ Tl)(¢1—¢w>+ % b)<¢1‘—¢i)—o 3)

N+1
¢ri:8iRi+(1_3i)21 Fij i
=

4

Ji i
where d)”:a_'l'g and Ri:T_;‘

The irradiation on théth element can be obtained by

6

N
Gizzl Fij ¢y -
=

Because of the variation of fluid temperatures along the duct, the

An energy balance needs to be carried out on the unfinned portigiperature profile of one fin is different from the adjacent fin. So,

of the duct, because heat will be transferred from the unfinngsk irradiation on a fin from a fin on right side is different from
portion too. The duct wall is considered to be very thin, so thakat from a fin on the left side.

conduction along the duct wall is neglected. So, heat convected
from the fluid in this portion is directly transferred to the environ-

ment by convection and radiation. An energy balaf@gon a
small element of the unfinned portion of the duct gives,

depos gsSw 4 h,..SW B
dXx (me'ﬁn)(U¢23Tin_G)+ mcp)(¢23_¢w)_0
(4)
and

(0¢25Tin—G) +

& th
(¢2f_¢25):(m h_f)(¢2s_ ¢-) (5)
The dimensionless variables are defined by,
Ts T; T.
¢2s=-|-—m, ¢2f=-|-—in, ¢x=T—m
The initial condition is given by, at=0, T;=T;,,, whereT;,,
is the local fluid entry temperature in the unfinned portidn

X
and X=-.
s

Solution Procedure

The geometry of the system is fixed by the input data of fin
height, fin thickness, number of fins, mass flow rate, duct spacing
and emissivity of the surface. With the assumed values of nodal
temperature of all the fin and the duct elements, the radiosity Eq.
(6) is evaluated using a Gauss-seidel iterative procedure in order
to obtain the updates for the radiosities and the convection heat
transfer coefficients are calculated using the available correlations.
With these updated values, the one-dimensional fin equations are
solved using a finite difference scheme with a second order La-
grangian polynomial, whereas the energy balance equations of the
unfinned portion are solved by Euler’s implicit method to obtain
the new set of nodal temperature values. The convective heat
transfer coefficients in the inside of the duct are computed using
Dittus-Bolter equation with an equivalent hydraulic diameter of
the duct. The above procedure is repeated until the error on the

=T;, for the first unfinned portion In this study, the heat transfer temperature updates is less than the required convergence crite-
coefficientshy.., h,.., andh; are computed based on the correrion (10 °) and upon convergence, the temperature distribution
lations available in literaturfLO]. As regards radiation, two typesalong the duct is obtained. The properties of the coolant fluid have
of shape factors need to be used in the present anafysshape been evaluated at the average temperature of the fluid at inlet and
factor between the fin elements, afiidl shape factor between theoutlet, whereas the outside air properties are taken as functions of

fin and duct elements. Hottel's Crossed String methti] has

the film temperature of the surface. One-dimensional semi-cosine

been used to obtain the shape factors between these elemayid. pattern with 30 elements along the fin height has been used.
After obtainingN? view factors forN elements, the radiosity for- The convergence criterion used throughout this analysis is as
mulation is used for calculating the radiosities and irradiation agiven:
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Table 1 Range of parameters considered in the present study 800
Parameters Range Units
700 -
H 0.01-0.10 m o
n 4-25 - ©
600 -
th 0.003 m g o
9 500 1
1 0.001 - 0.003 m @ ©
T <
D 0.01-0.10 m 3
. @ 400
L 1.0-25 m g
T
g 0.125 - 0.325 ke/s 2 300 4
s o
g 0.05-0.95 ©
200 -
Ta 303 K ©
@® Analytical (Duct with fins)
X 373 K v  Numerical (Duct with fins)
Tin 100 ~ B Analytical (Duct without fins)
— . o) <> Numerical (Duct without fins)
Fluid inside the duct Air
0 . : T T
Pr 0.7 - 0.0 02 04 06 0.8 10
Fin material Aluminum - Surface emissivity ()
Fig. 2 Asymptotic validation plot shows the agreement of nu-
merical values of total heat dissipation rate with analytical so-
lution (H=0.10m, s=0.05m, t,=0.0015m, T;;=400K, and n
d)new_ ¢0Id <1075 =10)
Dol

Since steep gradients will be encountered near the wall, the se
cosine grid pattern gives a finer grid near the fin base and progr
sively lesser grids towards fin the tip. After obtaining the flui
temperature distribution, the heat transfer rate per unit mass of
system and the total entropy generation rate due to heat tran
are calculated by summing all the elemental quantities.

Then the total entropy generation rate is given by

fia temperature distribution along the duct for a particular set of
Bometric parameters. From the figure, it is observed that the tem-
erature drop is linear in the unfinned portion of the duct, while a
Sep drop is observed in the finned portion of the duct, as ex-
&tted. This variation of fluid temperature along the duct for a

particular combination of parameters has been compared with the

numerical data of Sunilkumdi3], who considered the problem

Sgen totar Sgen heat™ Sgen fluid- (7) of a purely radiating fin system and the good agreement can also

Entropy generation due to heat transfer is defined as the irrevers-
ibility produced on the fin and the duct because of conductive.
convective and radiative resistances. The entropy generat
rate due to the fluid friction is calculated by using the following
relation, 0.98 4

Sgen,fuid= MfAP/p T, (8)

where, the pressure difference is given hyP=(4fL/
D)(pV?/2) and friction coefficienf is given by f=0.046/R&?
for turbulent flow[12].

1.00 O

0.96 -

0.94 4

Results and Discussion

A coolant like air with inlet temperature of 373 K has beet
considered for the present study. The geometric and flow para
eters which characterize the present problem are duct spd2jng
duct length(L), fin height(H), number of fingn), mass flow rate
(m;) of the fluid and the surface emissivity). The range of 0.88 4
above-mentioned parameters can be seen from Table 1. Bef
undertaking the parametric study, a detailed grid independer

fluid temperature

0.92

less

on

0.90

Dimens|

has been performed for various combinations of parameters an  0.86 - o)
. . L. . . —&— Present

is found that the variation of total heat transfer per unit mass wi --0-- Sunilkumar (1993)

number of elements is almost negligible after 20 elements. Hen: 084

a grid pattern of 20 elements in each finned and unfinned porti ™ oy o7 o2 o0s o4 05 o0 07 08 09 10

is used in all the calculations. Within this range, results such
optimum fin height, fin and fluid temperature distribution, tota
heat transfer rate per unit mass and total entropy generation rate 3 Comparison of dimensionless fluid temperature values

are obtained. An asymptotic validation has been performed for g, present analysis with data of numerical analysis of Su-
typical case to compare the numerical results with analytical vajiikumar [13] for a particular combination of parameters ~ (mC,
ues for a particular fin system configuration and the excelleat14 wm-K, k=114W/m-K, L=0.50m, T;,=450K, H=0.08 m,
agreement of results can be seen from Fig. 2. Figure 3 shows the12, and £=0.50)

Dimensionless duct length
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105 1.2

100
1.0
95 -
0.8 1
90
2 <
2 s 2 061
£ g
3 (%)
80 4
0.4 -
75
0.2 4
70 4 | —®— Triangular fin . —e— Triangular fin
-+v-- Trapezoidal fin —y— Trapezoidal fin
—=— Rectangular fin —=— Rectangular fin
65 T . T . . T ; 0.0 . . . . ‘ . .
000 002 004 006 008 010 012 014 0.6 000 002 004 006 008 010 012 014 016
fin height (m) Duct spacing (m)
Fig. 4 Variation of total heat transfer rate per unit mass with Fig. 5 Variation of total entropy generation rate with duct
various fin heights for three fin profiles. The following param- spacing for three fin profiles. The graph is plotted for the fol-
eters are considered: (n=10, L=10m, D=0.03m, m; lowing of parameters (n=10, L=1.0m, H=0.05m, m;
=0.25kg/s, and £=0.50) =0.25kg/s, and £=0.50)

be seen in this figure. The results of total heat dissipation fromhgat transfer rate. But there is a linear variation with respect to fin
rectangular cavity open at the top end with constant base tempétgight as far as the total entropy generation rate is concerned. The
ture and variable wall temperature has also been compared wigiation of total entropy generation rate with respect to duct spac-
results available in the literatufd4] for various aspect ratios. A ing for three fin profiles has been illustrated in Fig. 5. Up to some
reasonably good agreement has been found with the results of tadie of duct spacing, the total entropy generation rate increases
study. abruptly; beyond that point, the variation becomes almost con-
stant. For lower values of duct spacing, the effect of fluid friction
and heat transfer on entropy generation is very severe. This is
Pn1ainly due to high friction factors at lower values of duct spacing.

Effect of Various Parameters on the Performance of Fin
System

The quantity of utmost importance in the design of a fin syste
is the heat transfer rate per unit mass of the system. In order to
improve the performance of a thermal system, this quantity should
be improved. But from the viewpoint of second law, an increase
total heat transfer rate from the system will increase the entro
generation rate. The system’s departure from the reversible lir
may be characterized by its second law efficiency, which will b 120 |
higher if the entropy generation rate can be reduced to low
values. Hence, the total entropy generation from the systemis a
incorporated as a design criterion in this optimization analysis a
an effort is made to consider both criteria in order to obtain “hc
listic” optima. Figure 3 shows the variation of total heat transfe__
rate per unit mass with respect to fin height for three fin profile2
From this figure, it can be observed that the triangular fins ha® o -
higher heat dissipation rate per unit system mass as compare«&
other fins. Besides, from the viewpoint of entropy generation al¢
triangular fins are more effective than other configurations. Th
study emphasizes the advantages of triangular fins over the ot
fin profiles. If rectangular or trapezoidal fins are employed inste:
of triangular fins, the increase of system mass is much severe ¢

100 A

60

this is inadequately compensated by the increase in total heat ¢~ 40 4 ) )
. . . X ) —e— Triangular fin
sipation. Hence, triangular profiled fins show the best perfo —v— Trapezoidal fin
mance. But from the view point of ease of manufacturing, recta —8— Rectangular fin
gular fins offer some advantage over the other two fin profiles. 20 ' . . . .
Meanwhile, as the fin height increases, the total heat trans 000 002 004 006 008 010 012 014 016

rate per unit mass attains a peak value and then starts decreas
The height at which the peak occurs is called the optimum fin
height and these points are marked in Fig. 4. This is because, UR9 6 variation of total heat transfer rate per unit mass with
this maximum height, the heat transfer rate increases more rapigfitt spacing for three fin profiles and the following combina-
than does the mass of the system and beyond that, the increasginof parameters (n=10, L=1.0m, H=0.05m, m;=0.25 kg/s,
height only adds mass without a commensurate increase in e £=0.50)

Duct spacing (m)
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100 Table 2 Values of constant and exponents for correlations:

(a) correlations for optimum fin height (Hopt

=C,emApbicpdee*e).  (p) correlations for total heat

transfer rate  per unit system  mass (y=0C,(1
. +H)ambe("i0)| de(e* D1 (=) and (c) correlations for total en-

80 - ; tropy generation rate  (Sgen=C3H*mP(1+n)°LID%(1+¢)").

- (a) Correlations for Optimum fin height
707 H_ =C, e hrepiet

90 +

— opt 1
2 //'/r—'—‘—‘——‘ﬂ\’\‘\‘\‘\‘\‘
2 604 Fin profile C, a b c d e
£
o Trinagular fin 0.168 | -0.143 | -0.137 0.140 0.064 -0.194
50 -
Trapezoidal fin | 0.325 | -0.388 | -0.358 0.289 0.141 -0.408
40 4 Rectangular fin | 0.357 | -0.543 | -0.419 0.315 0.179 -0.642
30 - . .
(b) Correlations for total heat transfer rate per unit system mass
20 , , ‘ ' ' , ' y = C2 (1+H )a m[b e(n,n) e E(ﬂ*D‘) e(/we,)
000 002 004 006 008 010 012 014 016
Fin height (m) Fin Profile C; a b c d e f
Triangular fin | 13.00 | 3.07 | 0.296 | 2.83 | -0.281 | -7.72 | -0.325
—— =00
—— £=025 Trapezoidal fin | 22.72 7 192 | 0293 | 228 | -0.234 | -7.76 |-0.348
—&— ¢=05
—— £=075 Rectangular fin | 39.76 | 0.940 | 0331 | 1.68 | -0.173 | -7.71 | -0.349
—A— ¢ = 1.0 (with convection}
—O— &= 1.0 (Only radiation}
Fig. 7 Comparison of convection and radiation mode of heat (¢) Correlations for total entropy generation rate
transfer. The figure shows the variation of total heat transfer .
rate per unit mass with fin height for various emissivities and Seen =C, H m. (14+n) D (1+¢e)
the following parameter values (L=1.0m, D=0.03m, and m;
=0.25 kg/s) Fin Profile G a b c d € f

Triangular fin | 0.196 | 0.165 | 0.983 | 0.301 | 0.677 |-0.597 | 0.294

Figure 6 depicts that the variation of total heat transfer rate p| Trapezoidalfin | 0218 | 0.198 | 0897 | 0.355 | 0.595 |-0.348 | 0.232

unit mass with various duct lengths. As the duct length increase
the mass of the system increases much more rapidly than does
total heat transfer rate and hence the total heat transfer rate per
unit system mass decreases. However the variation of total en-

tropy generation rate with duct length is linear. From these, it | o ) L
clear that a fin system with a lower duct length is more effecti\EOW rate and emissivity; the fin height is increased gradually from

from both heat transfer and entropy points of view. However, tifk/0W value[say 0.01 m}o a high valugsay 0.1 mjin suitable

spacing between two fins is based on the duct length and numBEPS: until an optimum is reached. This optimum corresponds to
of fins. For better convective heat transfer rates, this spacififXimum heat transfer rate per unit system mass. This procedure

should not fall below the &limit, where & is the thermal bound- 'S repeated for the possible combinations of parameters in the
ary layer thickness along the fin for these conditions and is ofiVen range that are shown in Table 1, and adequate number of

tained by using standard correlatiof&0] for a vertical heated points near the peak of the curve are chosen for the calculation of

wall. So, for a typical case, the duct length and number of fins aPBtimum fin height. A large number of such curves have been

selected in such away that thé Bmit should be satisfied. analyzed in the present study. Figure 7 shows the variation of the

Figure 7 has been drawn to compare the convective and ra‘gatfel heat transfer rate per unit system mass with fin height for
tive heat transfer rates for a typical case of design parameters r:ent vgluehs o;lem|SS|V|(tjy._ThebeX|steélc?] of ohptlmum fin helglht
the variation of total heat transfer rate per unit mass is shoﬁ%s own in the figure and is observed that the optimum value

Rectangular fin | 0.148 | 0.347 | 0.507 | 0.527 | 0.458 |-0.513 | 0.179

against fin height. From the figure, it is clear that the short fi creases as emissivity increases. This is due to the fact that for

give better performance than long fins in the viewpoint of totgin©'t fins, the temperature distribution along the fin becomes uni-
heat dissipation rate per unit system mass for the case of b when emissivity increases; hence the optimum shifts to
convection and radiation. The shorter fins are mainly more effeéQWver values of fin height.

tive in the case of radiation, because short fins have smaller tem-

perature variation along the fin height with favorable shape facto@orrelations

to the ambient. The same trend had been obtained in the experi

h Based on the detailed numerical study, in order to present re-
mental analysis of Rammohan Rp4). 4 P

sults in a directly usable form in the given range of parameters,
Optimum Fin Height correlations are proposed. A multiple nonlinear regression proce-

A detailed study was carried out to obtain the value of optimumiure is used to evolve these correlations and the constants and
fin height, choosing various combinations of parameters normalixponents that are involved in these correlations are given in
encountered in the design of thermal systems. Typically for a pdfable 2 for three kinds of fin profiles. These correlations and
ticular value of duct spacing, duct length, number of fins, maskscussion there on are presented below.
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Correlation for Optimum Fin Height 1.0
The correlation for optimum fin height is given by,

H opi= 1M ¥nPLeDdg(" )

The correlation coefficient is 0.98 with an RMS error 5.8 .91
percent. From this study, the variation of optimum fin height witl
mass flow rate and emissivity has been found to be exponent
where as the optimum fin height varies monotonically with th

other parameters. 0.8
Correlation for Total Heat Transfer Rate per Unit System £
Mass g
The correlation for total heat transfer rate per unit mass is giwZ
by, 0.7 4
7=Ca(1+H)mbeM o)L de( Drg("en (10)

where,n;=n/(1+n), D,;=D/(1+D), ande,;=(1—¢)/(1+e¢).
Equation(10) has a correlation coefficient of 0.98 and the RM¢

error is £6.7 percent on the estimated values. The form of tr _ na

correlation is in line with the effects of various parameters thi — NS

influence the total heat transfer rate and this been discussed ¢ :

lier. The above correlation is applicable only for fin height uptc %% ' ' ' '

the optimum fin height, as beyond this value, the total heat trar ~ *™ 018 020 025 030 035

fer rate per unit system mass decreases as fin height increa___. mass flow rate mf, kg/s

Hence, the analysis of the fin system beyond this limit has not . o ) . o

been carried out in the present study and the optimum fin heigh@(ﬁ?ﬁ rsatepplgtr 32%@?3;216%22?;%?jfir?:gr‘mes?(?rl]cl)::sl gﬁﬁtog';‘;'sﬁ'

the maximum limit for fin height, for further optimization studles.en,mon rate with various mass flow rates and the following set

Correlation for Total Entropy Generation Rate of parameters (n=15, L=15m, D=0.03m, H=0.03m, and
The values of total entropy generation rate for all possible set &0.80)

parameters are correlated by the following way.

Sger= CsHAmMP(1+n)°LID%(1+¢)" (12)

The estimated entropy generation has a RMS errat Bpercent The dimensionless form of the above two quantities are given
and the correlation coefficient is found to be 0.995. The stro

influence of duct spacing, duct length and mass flow rate on the y

total entropy generation rate can be inferred from the correlation. NQ= =1.45F m{33! (12)

Optimization Study Vmax
The variation of two basic criteria were explained in the earlier
sections and data obtained by numerical analysis were used to
synthesize useful correlations. Now, it would be interesting Llo _ . )

incorporate these two criteria together in order to obtain a “trul}é.he variation (.)NQ andNSare plotted against mass flow rate in
holistic” optimum solution for the fin system. This optimization 19 8- The point at which the two curves cross each other may be
could be done in two ways. One is to find an optimum solution f¢f€emed to be the holistic optimum and is noted to be 0.182 kg/
a thermal system that dissipates a fixed quantity of heat duty. TS From this simple analysis it can be seen that the penalty on
second one is to rate a thermal system, i.e., to obtain an optim{fft| heat transfer rate per unit mass is only 15 percent, while the
value of a crucial parameter with other parameters being hdfjfe! entropy generation has been reduced by 26 percent for par-
fixed. The latter is the prime objective of the present study. ~ tcular set of parameters. The same procedure could be applied to
The optimization proceeds with the assumption that all the p@ll the possible combinations of parameters and an optimum so-
rameters except mass flow rate are known. The objective is tion for all other parameters can also be found by this simple
have a fin system with an optimum flow rate at which the tw¥ay- One could aiso explore the possibility of considering other
competing criteria total heat transfer rate per unit system mass &iiNPeting criteria in order to arrive at “holistic” optima.
total entropy generation rate which when considered together
would result in a minimum total penalty. The optimization proce-
dure starts with the calculation of the maximum and minimur@onclusions

values of total heat dissipation per unit system mass and totaly convecting-radiating fin array which stands vertically on a

entropy generation rate respectively within the given range @f i ontal duct through turbulent flow is considered, has been

mass flow rates for a particular set of parameters that are chosey ed and the following conclusions have been arrived at.
randomly. Then the two correlations that are given in the above

section are non-dimensionalized by the calculated maximum andl For the range of parameters considered in this study, it is
minimum values by the following way. The values of the param-  observed that the convection is the dominant mode of heat

_ Sgen,min

NS

s —0348m; 0-507 (13)
'gen

eters are given by, transfer compared to radiation.
] 2 Arrays having shorter fin lengths showed better performance
H=0.03 m, n=10 fins, L=15m, D=0.03 m, for convection as well as radiation.

3 The existence of an optimum fin height based on maximum

£=0.80 . )
heat transfer rate per unit system mass and its dependence on
Range of mass flow rate i®;=0.125 kg/sec to 0.325 kg/sec. other parameters has been presented.

For Rectangular fins: 4 Some correlations are suggested which allow generaliza-
From Eq.(10). At m¢=0.325 kg/seCyma=97.443 W/kg tion of the available data within the range of parameters
From Eq.(11). At m;=0.125 kg/secSyen mir=0.532 W/K considered.
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Optimization study that incorporates the two competing criteria of b = pertaining to the fin base
heat transfer optimization and entropy minimization together has f = pertaining to the fluid
S
oo

been done for a specific example of “rating” of a convecting pertaining to the duct surface
radiating fin array. ambient
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A Fractal Model for Nucleate Pool
womnovot | BOiliNG Heat Transfer

Ping Cheng In this paper, al_‘rac_tal mod_el for nucleate pool boi_Iing heat transf_e_r is developed based on
2 the fractal distribution of sites (areas) of nucleation sites on boiling surfaces. Algebraic
ellow ASME - . - . ! . .
expressions for the fractal dimension and area fraction of nucleation sites are derived,
which are shown to be a strong function of wall superheat. The predicted fractal dimen-
sion is shown in good agreement with those determined by the box-counting method. The
fractal model for nucleate boiling heat transfer is found to be a function of wall super-
heat, the contact angle of the fluid and the heater material, and physical properties of the
fluid with a minimum number of empirical constants. The predicted total heat flux from a
boiling surface based on the present fractal model is compared with existing experimental
data. An excellent agreement between the model predictions and experimental data is
found, which verifies the validity of the present fractal moddéOl: 10.1115/1.1513580
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1 Introduction diameter of influence which is taken to be 2 by DHif and by

Nucleate boiling occurs frequently in many industrial applica]'yllklc and Rohsenow?2] or 1.8 by Judd and Hwanig]. In the

tions such as in energy conversion systems and in the cooling\;ﬁzgiurgf (’:\l;rrg art?clnif\(/jvittr? ;232?;\/;? ai\:ilf:)gldclgrrrs?;er:tgflvg{éa
high-energy-density electronic components. Over the past severg) y P !
decades, a great deal of effort has been devoted to the underst
ing and modeling of the boiling heat transfer process. BecauSg'
boiling is a very complex and elusive process, one generally reli i . . .
upon dimensionless groups and empirical constants for correlatindVatural convection from inactive nucleation areas of the heated
data. The general procedures for correlating the boiling heat trafdface as given by Mikic and Rohsen¢] is
fer data are: first calculate the heat flux from the surface by a 1 2 _
bubble departing from a single nucleate site; then find the aver- Gne= (1= KNamDp)Rne(Tw = T-) @)
aged nucleate boiling heat transfer from the product of heatfluxwhereh, is the average heat transfer coefficient for natural con-
the bubble number density, and the bubble departure frequencyection which is given by Han and Griffitfs]:
f. In general, the parameters affecting the active nucleation site 3
density include the procedure used in preparing the heater surface, 79(Tw—Tx)a
VA

surface finish, surface wettability, contact angle between heater
and the fluid, as well as heater thickness. There are numerous
correlations in the literature using the cumulative number &br laminar natural convection where 30Ra<2x 10". For tur-
nucleation sites and/or cavities present on the surface to prediglent natural convection wherex2l0’<Ra<3x10'°, h,. is
boiling heat transfer as a function of wall superheat. A comprgiven by
hensive review on these correlations was given by Dhijr

It is generally recognized that there are three main mechanisms
contributing to nucleate boiling heat transfer: the bubble genera-
tion and departure from nucleation sites on the superheated sur- ) ) .
face, natural convection on inactive nucleation areas of the heated "€ heat flux due to the evaporating microlayer is given by
surface, and micro-layer evaporation underneath the bubblE¥ir [1]as
Thus, the total average heat flux of the partial nucleate pool-

’f andDZf are correlated as different constants or as different
pirical functions of material properties, see OHit, Mikic and
hsenow[2], and Ivery[4].

1/4

hn,c=0.54c, (4a)

79(Ty—T.)a?*B

hne=0.14oC, (4b)

boiling heat flux can be expressed as Ame=PiNtgNalVime ®

whereV . is the volume of the microlayer evaporation which was
Otot= b Unct Ame (1) derived by Benjamin and Balakrishn&®] as

Assuming that the area of influence ﬁDﬁ and that areas of yg\/;

influence of neighboring bubbles do not overlap, Mikic and Vme:TBZArO'N(aItg)SIZJd( (6)

Rohsenow 2] obtained the average heat flgg (average over the

whole boiling surfacedue to the boiling as whereB is a constantwhich is equal to 1.55 for wate€ Cl, and
n-hexane, and 1/1.55 forpentane and acetond, is the bubble

qb=K\/w(kpcp)|fD§NaATW (2) growth time, which has several different forms as given by Ivery

[4] as well as by Han and Griffitd5]. Ar and J& are the
where N, is the number of active sites per unit area of heatesrchimedes number and the Jakob number given, respectively, by
surfacef is the bubble release frequendy, is the bubble diam-
eter at departure, and is the proportional constant for bubble Ar=gu|(alpg)*?, (7a)

Ja =PICp|Tsat/(Puhfg)v (7b)
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The experimental data of Torikai et &¥] indicated that the ratio

of D4/D; reaches a constant value soon after the bubble starts to
grow. Mikic and Rohseno2] proposed thab,,/D;,;= 0.5 where

D, is the diameter of area on heating surface affected by bubble
departure. We now make a further approximation tBat/D;
=0.5in Eq.(7c).

As discussed by Dhifl], a quantitative prediction of nucleate
boiling heat flux from a superheated wall based on Efjs-(7)
requires the knowledge of several additional empirical constants,
because each of the quantitgf, Di*f, DZf andN, contains
several empirical constants. Since different authors used different
correlation equations, the calculation of nuclear boiling heat trans-
fer so far lacks the consensus as to which set of empirical con-
stants is to be used.

In this paper, we attempt to develop a mechanistic model for
nucleate pool boiling heat transfer, based on the consideration that
the fractal characteristics of sizes of active cavities on surfaces
and the bubble release frequency are a functioaative cavity
sizes. Algebraic expressions for the fractal dimension and area
fraction of nucleation sites are obtained, which are shown to be a
strong function of wall superheat especially fdir,,<4°C. The
nucleate pool boiling heat flux is found to be a function of wall
superheat, physical properties of the fluid, and the contact angle of
the fluid and the heater material. The major advantage of the £
present model is that empirical constants are kept to a minimum 5 -
number, and no new/additional empirical constant is introduced
into the model by the fractal theory and technique. The predicted
heat flux based on the present model is shown in excellent agree- L -
ment with experimental data of Wang and Df8

10.0 —

2.0 3.0 4.0 5.0 6.0
L . i Ln(Dc)
2 Fractal Characteristics of Sizes of Cavities and (b)
Nucleation Sites on Surfaces

In the following, we consider that thective cavities formed on Fig. 1 (a) A photograph [8] of active nucleation sites for ~ ¢=90
the heated surfaces are analogous to pores in porous media. B&§gd g=5.7X10° W/m? and AT, =18°C; and (b) determination
on this concept, we can take advantages of recent developme¥itéactal dimension of nucleation sites from (&)
on fractal theory of porous media. In particular, Yu and Chigng
found that the cumulative number of pores in porous media with
the diameter larger than and equal to a particular vddye,obeys

the following fractal scaling laWy10-12: S [ esat\/( gsat)Z 47C,
1_ P N —

N(DLZDS)Z(DS,maX/DS)df Wlth Ds,mingDsst,max C_l 6W 0W 50W

) ) ) . _Where (=20Tglp,htg, Ci=(1+cos¢)/sing and Cz=1
whereDs max is the maximum diameter of pores in porous media; cos¢, with ¢ being the contact angle of the fluid and the heater
D, is the diameter of a pore, amy is the area fractal dimension material and with the angle of tangent to cavity mouth with re-
(with 1<d;<2 in a two-dimensional spakelf active cavities gpect to horizontal being zerd. is the thermal boundary layer

formed on surfaces are _consid_e_red as pores in porous media, {f}€kness of natural convection which can be obtained from Han
cumulative number oéctive cavities with diameters greater thangng Griffith [5] to give

and equal toD. is also described by Eq8a) with N and Dy
replaced byN, andD_, respectively, i.e.,

Na(D =D¢)= (Dc,max/Dc)df with D¢ min<D¢<Dg¢ max

(8b) whereqy is the heat transferred by natural convection on a non-
The total number of nucleation sites from the minimum activeoiling surface:
cavity to the maximum active cavity can be obtained from Eqg.

(9b)

Dc,min:

pCa
6= —(T,—T.) (20)
One

(8b) as Ane=hne(Tyw=Te.) 11)
Na tot=Na(D =D min) = (D max/ De.min) (8c) It follows from Eqg. (3) that
In fact, Majumdar{13] discussed such a possibility, and pointed an=(1—KNa7TD§)QNc (12)

out that theactive cavities on a surface should also follow the
power law by Eq.(8a). Equation(8b) shows that{(i) an increase  Figure 1(a)is a photo image of nucleation sites for the contact
of fractal dimension leads to an increase of cumulative number gifigle =90 deg,q:5.7><105 W/m? at the wall superheat of
sites, and(ii) Ny— asD.—0. Majumdar[13] also pointed out 18 °C with a heating area of 2.5 nwhich was taken from Wang
that the minimum active cavity diametBr, ,, and the maximum and Dhir’s experimental daf@]. If the box-counting methofp]
active cavity diameteD na in Eq. (8b) could be predicted by is applied to the photo image, a linear relationship on the logarith-
Hsu's model[14] for nucleation site distribution, i.e., mic scale exists as shown in Fighbl. The fractal dimensiod; of

2 sizes(areas)of the nucleation sites can be determined from the
3 [ Bsat \/( 0sat) _ 4£C3J (9a)

slope to be 1.83. This confirms that the nucleation sites indeed
follow the fractal scaling law given by E¢8b). In the next sec-

Dc,max:C_1

Oy, 56,
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tion, a fractal model for nucleate pool heat transfer is derived 9 [(Ty—THRJ]Z 9 [(Ty—T.)R]?
based on the fractal distribution of nucleation sites on boiling tw=4 S —— =2 AT (29)
surfaces. mal TwT Tsat ma w

However, for a super smooth surface with a cavity radiys:1
um, the term 2/(Rp,hy) in Eq. (18) cannot be neglected.
3 Fractal Analysis of Nucleate Pool Boiling Heat E9uation(19)indicates that the larger tretivecavity, the longer
the waiting time, which is consistent with the physical phenom-
Transfer ena. Substituting Eq$17) and(19) into Eq. (16), it can be seen
It has well been established that vapor or gas trapped in cavittbgt the bubble release frequentyis related to the sizes of active
and scratches on the heated surface serve as nuclei for bubkgasities. With this expression, E¢l4) can now be integrated to
However, not all cavities or scratches present on heating surfacgge
can become active nucleation sites for nucleate boiling heat trans-
fer. As pointed out by Bankoffl5], only those active cavities with [ Pemax JF
diameters greater thdb, ., and with cone angl@=< ¢/2 (with ¢ Ao= CoVi(=dNy)
being the contact anglean become active nucleation sites.

Dc,min

In the following, a fractal model for nucleate pool boiling heat 2d;  [ma AT, 1 [ De.max di+1
transfer is derived based on the fact that the nucleation site size =Cbm 3T -7 Dc,ma{(D'—_) _1}
distributions on boiling surfaces follow the fractal power law f wo T c,min
given by Eqg.(8b). The number of active cavities of sizes lying (20a)

betweenD. andD.+dD, can be obtained from E@8b) as . o .
where C, is independent of cavity size. Equatig®0a) denotes

dN,= —degfmap;(df“)dDC (13a) that boiling heat transfer is a function of wall superheat, fractal
’ . dimension, physical properties of fluid and bubble diameter at
wheredD.>0. Eq.(13a) can be written as departure. With the aid of Eq8c), Eq.(20a) can be rewritten as

d -
_dNa:dec,fma c( f+l)dDC (13b) 2d; ma AT
. ) 4=Cp=——\/ 5 W _pl (N ot Y —1]
Eg. (13b) shows that—dN,>0, which means that the nucleation d+1V 3 T,—-T, oma '

site number decreases with the increase of the diameter of the (20b)
active cavity.

Since the size distribution of nucleation sites is found to b¥
fractal and bubble release frequency is related to the active ca
sizes(as will be discussed latgra fractal model for nucleating
boiling heat flux can be obtained by modifying E@) as

hich indicates that the boiling heat transfer is proportional to the

| number of nucleation sites and inversely proportional to the
aximum diameter of the bubbles. Similarly, a fractal model for
heat flux from micro layer evaporation can be obtained by modi-

fying Eq. (5) as

qb=f dqb:f Ky m(kpcp) FDEAT,(—dN,)
p w a qme:f dqme:f%\é;BZArO.27J6(a|)3/2p|hfgtg/2dea

Dc,max
= f CoVf(—dNy) (14) Do

De,min = f Crneg F(—dNy)
where C,=K /7 ( Rpcpi,DﬁATW with the bubble diameteb,, at Be.min
departure being correlated ksee Han and Griffithi5], Mikic and c \EDc,max To—T. d Dc,max) di—1 . ”
Rohsenow 2]: =Cme 6 Tma ATy d—1 Do - (21)

1/2
_ 5/4
Dp=C g(p|pv)} a (15) WhereCme=l§I.—\EBZAr°-27Ja(a|)3’2p|hfg is independent of cav-

with C=1.5x10"* for water, and 4.65%0"* for other liquids. If 'Y SiZes.

Eq. (15)is substituted into Eq.14), it can be integrated and if the Based on characteristics of fractal media, Yu and17] de-
bubble departure frequenéys expressed in terms @ . To this rived the following expression, which relates the pore volume
end, we note that the bubbles release frequefgy, usually de- fraction to fractal dimension, minimum and maximum pore size

fined by (analogous to the sizes of nucleation sitisporous media:
f=1/t,+1ty) (16) D min| 47
Van Stralen et al.16]assumed that the waiting time is three times = ( Dcvma,‘) (22)

of the growth time, i.e.,
whered=2 in a two-dimensional space. If the volurtaea)frac-
t, =3ty (17)  tion of nucleation sitegsee the white area in Figla)]is consid-
ered as pore volum@rea)fraction in porous media, E¢22) can

Han and Griffith[5] derived an analytical expression for the Waltalso be applied to describe the volurtazea)fraction of nucle-

Ing time, ty,, ation sites. Thus, a fractal model for the natural convection com-
9 (Tw—T.)R; 2 (18 ponent can be obtained by modifying E8) to give
tw= —
Amal Tw=Taal 1+ (207Rep)] Gne=(1~Ki)hye(Ty~T.) (233)

Measurements by Wang and Dhif8] on a copper surface gave

R.=1.1~27.7 um. ForR,=1 um and 10um, a rough estimation

of the term &r/(R¢p,h¢g) in Eq. (18) give 0.1 and 0.01, respec- =|1-K
tively. Therefore, the term @(R.p,hyg) in Eq. (18) can be ne-

glected for the simplicity of integration, and E(.8) is thus re- where the minimum and maximum active cavity siPg,,;, and
duced to D¢ max, are given by Eq(9).

Dc min 2-ds
: hnc(TW_Tm) (23b)
Dc,m
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4 Relationship Between Fractal Dimension and Wall 20— T - | L N T
Superheat

In this section, we will derive a relationship between fractal
dimension and wall superheat. To this end, we seek the help in the _
porous medium literature. Recently, Yu and Ché¢fgderived a
model for fractal dimensiom;, which is related to the micro-
structures and solid fractio¥s in a porous medium as

dy=2+In(Vg)/In(d* 1/2Vy) (24)

whered™ is the ratio of averaged particle diameter to the mini-
mum particle diameter in the porous medium. If the particle ina 1.2}
porous medium are considered as nucleation sites in g, the

solid fractionVy in Eq. (24) is analogous to the fraction of nucle-
ation sites on a superheated surface. This implies that particles of

1.6

Fractal Dimension d

Present fractal model Eq. (30), ¢ = 90°
— —— Present fractal model Eq. (30), ¢ = 3 5°

¢ Box-counting method for Figure 1a

h ] ) 1 L | ) ] )

. . e ) ! 4 8 12 16 20
different sizes are analogous to the cavities of different sizes. Tw- Tsat
Thus,V, andd; in Eqg. (24) will have the same meaning @sand
d; in Eqg. (22). It follows from Eq.(22) that Fig. 2 Fractal dimension versus wall superheat for $=35 deg,
90 deg
Iny
di=2— —— (25)
lnDc,min
¢, max One=(1—kVo)hn(Ty,—T.) (32)

Settingy=V, and eliminatingd; from Eqgs.(24) and(25) leads to WhereV; is determined by Eq(29), and the factor (£ KVy) is
the area fraction for natural convection. Equati8@) is used for

v (d")?( De,min|? (26) computation of the natural convection heat flux in this paper.
s 2 De¢.ma Equationg(29) and(30) denote that the area fraction and fractal
. . dimensiond; of nucleation sites are dependent ugop ., and
Setting Eq.(22) equal to Eq(26) yields D¢ min given by Eq.(9), which is a function of wall superheat and
Demin | 2% (d%)2( Dy i) 2 contact angle. The fractal dimension and the area fraction at
p=Ve=| —10 = ( C'm':) (27) #=35deg and 90 deg for the wall superheat in the range of
De, max 2 | Dcma AT,<20°C are plotted as dashed and solid lines respectively in
From Equation27), we obtain Figs. 2 and 3. Figure 2 is a plot of the fractal dimension versus
wall superheat for bothp=35 deg and$=90 deg. According to
(d*)? the fractal geometry theory, the fractal dimensgéynshould be in
In 2 the range of ¥d;<2, in a two dimensional space. For a water/
dsz— (28) copper system with a contact anghe=90 deg , it was found from
|n—S:max Eq. (30) thatd;>1 when the wall superheatT,,>1.62°C. Simi-
D¢, min larly, for a water/copper system with a contact angle

. N — =35 deg, d;>1 when AT,>1.85 deg. This means that the
In nucleate pool boiling, we can replacd” by D¢ mad/Demin  number of active nucleate sites versus sizes is fractal if they are in
whereD, max iS the averaged value over all the maximum activehe wall superheat as specified above. This shows that the contact
cavities. Thus, Eqg26) and (28) become angle affects the initiation of nucleate sites exhibiting the fractal
2 behaviors. This initiation of fractal behavior of active nucleate
Vv _E(Dc,ma:) (29) sites is at a lower wall superheat for a contact ang#e90 deg
® 2\Dema than that for contact angl$=35 deg. Therefore, all figures in this
paper are given in the ranges Afl,,=>1.62°C for contact angle
and $=90 deg and\ T,,=1.85°C for contact anglé=35 deg. Figure
= 2 2 shows that the fractal dimension increases rapidly fohm 1
|n[1( Dc,max) }

and approaches a value df=2 as wall superheat is increases
from very low wall superheat to infinity. However, the wall super-
heat in reality would not reach infinity and can only reach a finite
D value during nucleate pool boiling experiments. It is shown that a
. c.min higher value of the contact angle results in a higher valué; of
respectively. Note thab ., can be evaluated from: The effect of contact angle becomes smaller at higher values of
' wall superheat. For example, AfT,,=18°C, Eq.(30) gives d;
- 1 Tw =1.85 for =90 deg andd;=1.83 for =35 deg. The datum
Dc,maX*(TW_TsaT) - De,ma Tw)dTw point of d;=1.83 atAT,,=18°C for $»=90 deg, obtained based
sat on the box-counting method from the image photo of Fig) 1s
1 1 also included in Fig. 2 for comparison purposes. However, the
= Z Demad Tw.)0Ty=— 2 D¢ max Tw.) experimental datum point is closer to the theoretical prediction for
AT, = 7 ! mi=1 ! ¢=35 deg than fokp=90 deg although the difference between the
(31) Values of 1.83 and 1.85 is small.

) Figure 3 shows that the value ¥f, area fraction of nucleation
wherem=AT,,/éT,, and we have assumed thal,, is a con- sites, increases drastically with wall superheat 4F,<2°C.
stant. In the above equatiof,, =Tyt j(6Tw) With j=1,2,.m  since the active nucleate sites are non-fractal whief,

For example, if we chooséT,=0.2°C thenm=5 for AT,, <1.62°C for a contact angle of 90 deg and wheR,<1.85°C

2 Dc min
di= : 30
f Dc,max ( )

In

=1°C, andm=50 forAT,=10°C. for a contact angle of 35 deg, Fig. 3 only gives the result for
With the help of Eq(27), Eg.(23a) can be expressed in termsAT,=1.62°C at the contact angle 90 deg and 4oF,,=1.85°C

of Vg to give at the contact angle 35 deg. At very small wall superh@ak,(
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Fig. 3 Area fraction Vs of nucleation sites versus wall super-
heat for ¢=35 deg, 90 deg

<2°C), the effect of contact angle is small. AfT,,=2°C, the
value ofV are 0.27 and 0.30, respectively f¢=35 deg and 90
deg. Since the proportionality constaft1.8 for the bubble di-
ameter of influence is applied in this model, therefd{¥/
=0.49~0.54, i.e., 49 percent—54 percent of the boiling area
covered by the areas of influence of neighboring bubblesTg}
=2°C. The value ofVy increases slowly aaT,,>2°C and it
approaches a value of 0.48 and 0.50 §+35 deg and 90 deg,
respectively, whenAT,,=20°C. Thus, KV,=0.86-0.90, i.e.,

Table 1 Contributions of different mechanisms to nucleate

boiling heat transfer of water at  ¢=90 deg

ATw (OC) 9ot 9y D me Dne
W/m® W/m’ W/m® W/m®

1.62 3.25E+03 2.25E 00 1. 19E+02 3. 13E+03

2 3.57E+03 1. 10E+01 2. 72E+02 3. 29E+03

3 4.97E+03 1. 30E+02 8. 58E+02 3.99E+03

4 7.02E+03 6. 33E+02 1. T4E+03 4. 65E+03

5 1. 02E+04 2. 03E+03 2.92E+03 5. 23E+03

6 1.52E+04 5. 10E+03 4. 38E+03 5. 73E+03

7 2.31E+04 1.09E+04 6. 11E+03 6. 17E+03

8 3.52E+04 2.06E+04 8. 11E+03 6.53E+03

9 5. 30E+04 3. 58E+04 1.04E+04 6.82E+03

10 7.82E+04 5.83E+04 1.29E+04 7. 05E+03

11 1.13E+05 9. 00E+04 1. 56E+04 7.22E+03

12 1.59E+05 1. 33E+05 1.85E+04 7. 33E+03

13 2. 19E+05 1. 90E+05 2. 17E+04 7. 38E+03

14 2.96E+05 2. 63E+05 2. 51E+04 7. 37E+03

15 3.91E+05 3. 55E+05 2. 87E+04 7. 30E+03

16 5.09E+05 4. 70E+05 3. 25E+04 7. 18E+03

is 17 6.53E+05 6.09E+05 3.64E+04 7.01E+03

18 8. 24E+05 7. 77E+05 4. 06E+04 6. 78E+03

19 1. 03E+06 9. 76E+05 4. 50E+04 6. 51E+03

20 1. 27E+06 1.21E+06 4. 95E+04 6. 19E+03

about 86 percent to 90 percent of the boiling surface at these
contact angles is covered by the areas of influence of neighboring

bubbles atAT,,=20°C. It may be recalled that EqR) was ob-

tained by assuming that the areas of influence of neighborip

bubbles do not overlap in partial nucleate boiling or in the isolat
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Fig. 4 A comparison between the fractal model prediction and
experimental data of nuclear pool-boiling heat flux: (a) ¢=90
deg, (b) ¢=35 deg.

Journal of Heat Transfer

bubble regime. It can be seen that E82) is valid if K<2 be-

use the maximum value ®f; is approaching the values of 0.48

d 0.50 atp=35 deg andp=90 deg, respectively as seen from
Fig. 3. Thus, this fractal model also indirectly confirms that the
value of K=1.8 or 2.0 given by Dhif1], Mikic and Rohsenow
[2], Judd and Hwan[B], is a reasonable one. Wang and DHhiB$
experiments on contact ange=90 deg for water/copper showed
that when the wall superheat exceeded 20 °C, it was no longer in
nucleate boiling state. Therefore, the wall superheat is not allowed
to exceed 20 °C to keep it in nucleate boiling state. It appears that
our model is valid only wheWw¢<0.5 (or AT, <20°C for contact
angle¢=90 deg)if K=1.8—2.0 is applied, because-KVy in Eq.

(32) must be positive so that E¢32) is meaningful.

4 Comparison With Heat Flux Data

Equationg1), (20),(21), and(29)—(32) form the present fractal
model for the total nucleate pool boiling heat flux. It can be seen
that the proposed fractal model is only a function of wall super-
heat, physical properties of the fluid, and the contact angle be-
tween the fluid and the heater material. The empirical constants in
this model are:B=1.55, K=1.8, D4/D;=0.5, and C=1.5
x10~*, which were given by Benjamin and Balakrishnsi,
Judd and Hwang3], Torikai et al.[7], Mikic and Rohsenov2],

Han and Griffith[5], respectively. Unlike the conventional corre-
lation method, the present fractal model does not introduce any
additional empirical constant. The procedures for calculating
nucleate pool-boiling heat flux, based on the present fractal
model, are summarized as follows:

1) GivenT,,, Tea» T., andg, find the physical properties of
the fluid, p, c,, h¢g, K, @, v, and computeC; andC; in Eq.

9).

2) Calculate Ar,J; , hp., and Dy, then findqgyc from Eqg.
(11), 6from EQ.(10), D¢ maxandD min from EQ.(9), D¢ max from
Eq. (31), andV, from Eq. (29).

3) Compute the value od; from Eq. (30).

4) Find C,, and C,,,., and then findgy, gme, Onc. @nd ot
from Egs.(20), (21), (32), and(1), respectively.
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10— T T T U T T T respectively, within the first 2 °C of wall superheat. For the wall
superheat aAT,,>2°C, the available area for natural convection
then decreases slowly and almost linearlyAAt, = 20°C, only 10
percent to 12 percent of the area is available for natural convec-
tion. On the other hand, Fig.(15) shows that the natural convec-
tion heat transfer coefficiertt,. (which is independent of the
contact anglejincreases with the wall superheat with different
slopes: the rate is faster at low wall superheats than at higher wall
superheats. Thus, the effects of{KV,) and h,. are opposite
with each other. In the wall superheat rangeAdf,,<13°C, the
increase irh, is faster than the decrease in the available area for
natural convection, leading to an increase of natural convection
heat flux in this range of wall superheat. On the other hand, when
| AT, =13°C, the decrease in area is faster than the increase of the
00— l * :‘ ‘ 1'2 —- 16 : 2 convection heat transfer coefficient, leading to a decrease of heat
flux by natural convection. As the wall superheat is increased to
(a) AT,>7°C, both the number of nucleation sites and bubble re-
T T . T T T T T T lease frequency increase, leading to a rapid increase of nucleate
2400 - - boiling heat flux,qy, , which becomes the dominant mechanism of
heat transfer hereafter. This can be also explained fron{Z0dp),
which shows thaty, is very sensitive to the total number of nucle-
ation sites on a boiling surface. Table 1 also shows that the con-
tribution from micro layer evaporation is not important i,
=10°C, which is also in agreement with other investigator’s ob-
servation[Mikic and Rohsenow?2]]. A similar trend can also be
observed from the numerical results obtained for the contact angle
35 deg, which is not presented because of page limitation.

1K Vg

2000

hl’IC

1600

5 Effects of Contact Angles

Figure 6 shows the effects of contact angle on the total nucleate
EEE e — P re—, pool boiling heat flux of water at 1 atm and at a specific wall
TuTsat superheat of 10 °C. It is shown that there is a large reduction in
(b) the total heat flux as the contact angle is decreased te@0
deg to »=35 deg. This is consistent with Wang and Dh&]
Fig. 5 (a) Area fraction for natural convection versus wall su- experimental results, which show a corresponding reduction in
perheat for ¢=35 deg, 90 deg; and (b) Natural convection co- total heat flux as the contact angle was decreased as shown in
efficient versus wall superheat. Figs. 4(a)and 4(b).
To understand the effect of the contact angle on the boiling heat
transfer, we now present the effects of the contact angle on the

We now compare the heat flux obtained from the above prock2!Ues 0fDcmax, Demin aNd Np o @s shown in Figs. 7 and 8,

dures with the experimental results by Wang and OBif for esPectively. It is shown that the values B max, Demin, and
nucleate pool boiling heat flux of water in the range AT, N, 1ot decrease as the contact angle is decreased from 90 deg to 35

=2-20°C at 1 atm. Their heat flux data for contact angles Gf9: Itis seen that the value Df, . increases slowly at low wall
$=90 deg and$=35 deg are presented in Figsa#and 4(b) superheats and then keeps approximately constant, while the value

respectively. The solid line in Figs.(@ and 4(b)represent the ©f Dcmin decreases monotonously with the increase of wall super-
P Y gs.(@ (b)rep heat. Becaus®\, . is raised to the power of (+1/d;) in Eq.

predictions of the total nucleate boiling heat flux versus wall s b d in th ue N il lead drasti
perheat according to the present fractal model, with the Value?lﬁ:ti)c;nain eh(g:?fslﬁxm the value N, o Will lead to a drastic re-

d; computed from Eq30) for =90 deg anap=35 deg, respec-  However, when contact angle is reduced fre90 deg to

tively. The results show that the total heat flux from the prese 25 g he | duction in th | ber of leati
fractal model is in excellent agreement with Wang and Dhir's daf§~3° d€g. the large reduction in the total number of nucleation

[8].
Table 1 lists the contributions from different heat transfer
mechanisms calculated from the present fractal model for contact
angles of»=90 deg. It is seen from this table that at low wall i — $=90° i
superheat 4T,,<6°C), the natural convection is the dominant 0- ——. ¢

mode of heat transfer because of the low number density of nucle-
ation sites on heats surface. This is in agreement with the other
investigator’s observatiofPaul and Abdel-Khalik[18]]. From
Table 1 it can also be seen that the natural convection heat flux
first increases with wall superheat in the range of 1.62AT,,
<13°C, and then decreases with the wall superheatAfdy,

1200

12 T T T T T T T T y

Heat Flux, q ot { W/im? x10%)

=13°C. This can be seen from E@2), where the values of (1 - e - 7]
—KV,) andh, versusAT,, are presented in Fig. 5(@nd Fig. - ]
5(b), respectively. Figure (8 shows that the value of (1 2 .
—KV,), the fraction of available area for convection, decreases L L . L L L 1 1 1

from 0.7 (at AT, =1.62°C) for =90 deg and from 0.54at 15 16 7 d 18 19 20

AT,,=1.85) for =35 deg drastically in the range &fT,,<2°C.
It is shown that the available area for natural convection is rgig. 6 Effects of contact angle and fractal dimension on boil-
duced to 49 percertfor =90 deg)to 52 percentfor $=35 deg), ing heat flux at AT,=10°C
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consequently the heat transfer rate. For such surfaces, the total
boiling heat flux can also be determined from Eds, (20), (21),
b (4 =35% and (32) with the vall_Je ofd; deter_mined by the box-cour]ting
[P 1. e A method. However, since we define the fractal dimensign
g4k’ il through Eg.(8b), i.e., the cumulative number of active cavities
with diameter greater than and equallig follows Eq.(8b). This
means that the surface conditions such as roughness, cleanness
etc., are comprehensively reflected by active sites and thus by the
fractal dimension. How to relate the surface conditions such as
roughness and cleanness to the active nucleation sites and thus to
____________ 7 the fractal dimension is a challenging task that remains to be done.
D, ($=35% | Figure 6 also shows the effects of fractal dimensiarhich
1E-6 L PRSP R R reflects the surface conditipon the total nucleate pool boiling
a 8 12 16 20 heat flux of water at 1 atm and at a specific wall superheat of
10°C. It is seen that the total boiling heat flux increases with
fractal dimension. This is as expected because the increase of
Fig. 7 Effects of contact angle on maximum and minimum di- fractal dimension implies the increase of number of nucleation
ameters of nucleation sites sites, leading to an increase on the boiling heat flux. Thus, the
effects of roughness and cleanness on boiling heat flux can also be
taken into consideration based on the present model.
sites causes only a 2 percent reduction in area fractigras
shown in Fig. 3. This can be explained by examining the ratio f Concluding Remarks

the area fractiorV, at ¢=90 deg and$=35 deg. According t0 A fractal model for nucleate pool boiling heat transfer is de-
Egs.(8c) and(22), we have the ratio rived based on the fractal characteristics of nucleation sites on

1E-3 Dc.mu (¢ =90 0)

T T T
a1l

=TT
vl

D i ($=90)

sl

Dc, min (m)’ Dc, max (m)

D¢ min 90@) 2-d;,90 superheated surfaces and the fractal theory. The predicted heat
— 2 2 flux based on the proposed fractal model is shown in excellent
Vsso_ | Demaxas _( Dcvm‘”~9(;) (Dc~maxv35) (Navt°t~9z) agreement with experimental data. The validity of the present
De max90 \ Deminss/ \ Najtot3 fractal model is thus verified.

Vs,35_ Dc,min,35 27dres
D¢ maxa The proposed model is a function of aresdze) fractal dimen-

e (33 sion of nucleation sites, maximum and minimum active cavity,
wall superheat, the contact angle between the fluid and the heater

faterial, and physical properties of the fluid with empirical con-
ation sites but also the combined factors on the size of nucleati ' phy prop P

ntsk =1.8, B=1.55, D4/D;=0.5, andC=1.5x10"* which
sites, which are given by E¢Q). Therefore although the reduction o e e . : :
of the total number of nucleation sites is larder about 4 times are associated with Eq), (6), (7¢), and(15), respectively. Since

o . no additional empirical constants are introduced, this fractal
3te seavé; %Ji t?e ég?ﬂé?gﬁigg\gsf‘-’é’]{f\égg (;??%/agicr)rt]utr)r? ;ﬁgg;igirr'gumodgl contains less empirical constants than the conventional cor-
diameters of nucleation sites. This combined effect causes (Iaatlon equations. It should be noted that the valuex aind
value of V- to be insensitive to. the contact angle _ 4/D; are true constants with definite physical meanings an(_:i are

s : independent of the contact angle and other physical properties of
. the fluid. As discussed earlier, the valueBflepends on the type
6 Effects of Surface Conditions of fluid while the value ofC (which is associated with the bubble
It was shown in Fig. 2 that the fractal dimension, determined ljeparture diametgmay depend also on the contact angle. Dhir
the box-counting method from the photo image of nucleatidi ] reviewed several models for bubble diameter at departure, and
sites, agrees well with theoretical prediction given by Ep). all of these models contain one or more empirical constants de-
For this reason, the total boiling heat flux based on this fractpénding on the contact angle. Although several researchers such
model is also in excellent agreement with the same set of expeas Han and Griffit'5] have derived analytical expressions for
mental data as shown in Fig. 4. It should be noted that the fractalbble departure diameters, they did not subsequently apply these
theory given in Sections 2—4 has not taken into consideration thdels to compute nucleate boiling heat transfer. Instead, they
roughness and cleanness of the surfaces. These factors will applied empirical formula of bubble departure diameters for the
doubtedly affect the fractal dimension of the nucleation sites, amdlculation of boiling heat transfer. Therefore, it is uncertain
whether these analytical models are reliable. If an analytical ex-
pression can be derived for the bubble departure diameter based
T T ' ' T T on the fractal characteristics of cavities, the empirical constant

1“5_ 3 may be eliminated from this model. This will be another aspect of
=TT our future work.
1E+3 ////’ 5
i -7 E Acknowledgments
P ]
g T e A The authors gratefully acknowledge the support of this work
FrE2p // E through the RGC grant #HKUST6044/97E.
c [y ]

A = area of heating surface
sl f — $=90 Ar = Archimedes number,gv?)(a/p,g)?
B = 1.55 given by Eq(6)
C = 1.5x10 * given by Eq.(15)
1e+0 L ' — Ll 1 C, = specific heat at constant pressure
= cavity diameter
D, = bubble diameter at departure
Fig. 8 Effects of contact angle on total number of nucleation D¢ max = Maximum cavity diameter
sites D¢ .min = mMinimum cavity diameter
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= diameter of dry area under the bubble

instantaneous bubble diameter

= diameter of area on heating surface affected by

bubble departure

= spot diameter on surface

fractal dimension

frequency of bubble departure
gravity acceleration

latent heat of evaporation
thermal conductivity

proportional constant for bubble diameter of influence

Jacob number,dCp),AT,,/(p,h¢g)
Jacob number,dC,), Tsa/ (p,htg)

cumulative number of active cavities with diameter

greater than or equal O

cumulative number of spots

heat flux

cavity radius

Rayleigh numbery;g(T,,— T..)D%/(av)

= saturation temperature

bulk temperature

= Ty Tsa

waiting time
bubble growth time

= volume

Greek Symbols

o = surface tension of fluid
p = density
B = cone half angle
¢ = contact angle
n = volumetric thermal expansion coefficient of liquid
a = thermal diffusivity of fluid
v = kinematic viscosity
Osat = Tsar T
by = TT,—T.,
6 = thermal layer thickness
¢ = volumetric (or area)fraction
_ o
Y= KipiCpl
Subscripts
b = aboling
| = liquid
max = maximum
me = microlayer evaporation
min = minimum

1124 / Vol. 124, DECEMBER 2002

nc = natural convection
tot = total

v = vapor

w = wall

90 = contact anglep=90 deg
35 = contact anglep=35 deg
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Prediction of Critical Heat Flux for
Convective Boiling of Saturated
men-iuaLiv | \Water Jet Impinging on the

e-mail: liuzhenh@guomai.sh.cn

wnznizee | Otagnation Zone

School of Power and Energy Engineering, A theoretical analysis and an experimental investigation were carried out for predicting
Shanghai Jiaotong University, the critical heat flux (CHF) of convective boiling for a round saturated water jet imping-
Shanghai, 200030, PR. China ing on the jet stagnation zone. The model of the maximum liquid subfilm thickness based

on the Helmholtz instability is used to derive a semi-theoretical equation and the corre-
lation factor was determined from the experimental data. Finally, a semi-theoretical cor-
relation was proposed for predicting CHF of convective boiling for saturated water jet
impinging on the jet stagnation zongDOI: 10.1115/1.1518497

Keywords: Boiling, Evaporation, Forced Convection, Heat Transfer, Jets

1 Introduction surface, bubbles coalesce and form intermittent vapor blankets.

Water iet impinging cooling of hot plate. as a hiahlv effectiv The Taylor instability of blanket interface results in the effusion of
| pinging g pate, ghly efl eequally-spaced vapor columns. As the heat flux increases, the ve-

cooling method, has been widely us_ed in ron a_nd ste_el 'ndUStfgcity of vapor jets also increase with respect to the counter cur-
nuclear power process and some mlcroelectrqnlc devices makr@ flow of liquid moving towards the surface. Zuber postulated
and thermal management processes. According to the_ rangespdk CHF takes place as a result of the Helmholtz instability,
plate temperatures, the heat transfer modes may be divided iyiieh interrupts the counter current flow and prevents further
forced convection, nucleate boiling, transition boiling and film,niact of liquid with the heat-transfer surface. Haramura and
boiling. For water jet impinging boiling on the hot plate, the asgato [14] proposed a concept of the maximum liquid subfilm-
sessment of the critical heat fCFH) is very important. The hickness on the high heat flux nucleate boiling surface. This mod-
geometries of a water jet impinging on a horizontal hot plate cafling technique have been successfully applied to the jet imping-
be divided into two modes as shown in Fig. 1. One mode is they hoiling for the mode ofA [6,8,9,11], the falling film boiling
free film flow was shown in Fig. (&) named as the modein this  [15_17 and the cross flow boilin§18,19]. This modeling con-
paper, in which a great heated disk or rectangular plate is coolgsht postulated that a liquid subfilm have existed underneath each
by a small liquid jet and the ratio of the heated disk diameter {gapor bubble growing on the heat-transfer surface. The vapor
the nozzle diameter is much larger than unity. In general, for thigibble hovered a number of small jets that applied the bubble
geometry condition, the jet impinging cooling experiments can kgith vapor mass, leading to a timely growth of the bubble until it
only carried out for the forced convection and nucleate boilingas pulled upward away from the surface by buoyancy. The
heat transfer regimes. After the burnout occurred, the heat-trans@bbles were arranged in a rectangular array with a spacing equal
surface would be divided into two zones of the jet stagnation zogg the most dangerous Taylor wavelength whereas the liquid sub-
(black zone)and the dry-out zone, and hence the temperatures dilth thickness was one-fourth of the Helmholz wavelength. Burn-
heat fluxes on the heat-transfer surface would be very inconsigit was assumed to take place when the liquid subfiim layer un-
tent. The second mode is the stagnation jet flow as shown in Fierneath the vapor bubble evaporated completely before the
1(b) named as the mod® in this paper, in which the diameter of departure of the bubble.
the heat-transfer surface is the same or smaller than the diametdfor the modeA, the mechanism of the burnout is evidenced to
of the jet nozzle. For this geometry condition, the jet impinginge the dry-out at the outer edge of the free film flow zone. The
cooling experiments can be extensively carried out in the totdlickness of the liquid subfilm layer is assumed to be equal or
boiling regimes including transition and film boiling with uniformproportional to the maximum liquid subfilm thickness proposed
wall temperatures and wall heat fluxes. by Haramura and Kattfd4]. The dry-out phenomenon takes place

In the past two decades, for the motlethe studies associatedfirstly at the outer edge of the free film flow zone and expends
with CFH of saturated and subcooled liquids on the disk or redgi@pidly to the whole free film flow zone. After burnout phenom-
angular plate have been performed extensively. A variety of tiggon occurred, only the stagnation zone could be impinged di-
experimental results have been reported and various sefigictly by current flow, liquid flow would be splashed completely
theoretical correlations and empirical correlations have been pfjf the heated surface at the edge of the stagnation zone along the
posed for predicting CHF for different parameters ranges such rggiial di_rection. The following eq_uation_ha_s been_deriv_ed theoreti-
compact velocities, ratios of liquid density to vapor density, heatédlly using the model of the maximum liquid subfilm thicknég$
geometries and multiple jet systenig—12] for the modeA.

In many boiling systems, CHF has often been attributed to the

hydrodynamic instabilities associated with the liquid-vapor inter- ¢_ p \048T  p B gy \Y¥ 0 py-1e
face. In his analysis of CHF in pool boiling, Zubgt3] pointed —’20.27E{—) (1+ —) P y— 1+ q
out that as the bubble population increases at the heat-transfer 19 P P GA(D-d)

(1)
Contributed by the Heat Transfer Division for publication in th®URNAL OF L . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 14, Monde and Kitajimg 11] proposed an empirical correlation as
2001; revision received July 15, 2002. Associate Editor: V. P. Carey. follows:
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d/2. It must be noted that CHF corresponds to such a critical state
! d when dry-out only takes place at the edge of the stagnation zone,
but not in the whole stagnation zone. Leidenfrost pdiné mini-
mum heat flux pointwould correspond to such a state when dry-
out takes place in the whole stagnation zone.

Before the onset of the Helmholtz instability, the vapor jets
Vi leave the heated surface at veloaityin counter current flow with

respect to the liquid, which approaches the surface at velogity

| A N 7 F Mass conservation between the two phases gives;

Y v A, = pi(A—A,) ©)

) o ) where,A, and A denote the total cross-sectional area of the vapor
Fig. 1 The schematic diagrams of the physical model and co- jets and the total heat-transfer surface area, respectively. Assum-
ordinate: (a) the mode A; and (b) the mode B ing that all the heat transfer from the heat-transfer surface is con-

verted into latent energy by evaporation of the incoming liquid,
the velocity of the vapor jets can be obtained from the energy
D) -0.343 balance,

S

Vy

(a) (b)

1+— @)

0.645
Jeo =o.27z{ &) -

0.343
ap|
Ghyg pI

GZ(D_d) qA:vvvavhfg' (4)

where,D and d denote the heated disk diameter and the nozzle The Helmholtz instability occurs when relative velocity be-
diameter, respectively\G denotes the mass flux of jet flow. Thetween the two phases satisfies the criterion,

applicable range oD/d has been not defined clearly for the
above-mentioned two correlations. It is evident that the above-
mentioned correlations can be not used for the mddm which

D/d is equal to or less than unity and jet boiling heat transfer '\ﬁ

limited in the stagnated zone. h : h i .
. . . . The maximum thickness§,, of the liquid subfilm layer formed
Up still now, although many experimental studies for the mo y the collapse of vapor jets is proportional to the order of

B have been carried out for the boiling heat transfer of jet imping- . . . . .
ing at the stagnation zone, these studies focused mainly on -Combining Eqs(3) to (5) yields the following relationship

2mwa(p,+pr)
_(— 2~ v P
|vv ( UI)| = plpv}\H (5)

here,\; denotes the critical wavelength for Helmholtz instabil-

boiling heat transfef20—23. There are not systematically experi- Or dm-
mental and theoretical studies were reported for CHF for the mode p o
B. Only a few data of CHF were included in the experimental 6m:Cl( 1+ 2| ————— (6)
results for the nucleate boiling heat transfer, and, a most of these pi PU(Q|thfg)2
experiments employed subcooled liquids as coolgdits24—26]. h
The fundamental understanding of CHF of convective boiling foyere
saturated liquid jet impinging on the stagnation zone is too poor. A, lA
In the present study, as first objective of this study on CHF of Ci=2me, 1+ (py Ipn) (A, TA)(1—A /A)} )
v U v

jet boiling for the modeB, a simplified theoretical analysis and an
experimental investigation were carried out for predicting CHF ofhere,c, is a constant of the order of unity.

convective boiling for a round saturated water jet impinging on Equation (6) is the well-known expression of the maximum
the jet stagnation zone which has the same size as that of thetlgtkness of liquid subfilm layer proposed by Haramura and Katto
nozzle as shown in Fig.(h). The concept of the maximum liquid [14]. It was proposed firstly for predicting the CHF in pool boiling
subfilm thickness based on the Helmholtz instability is used &ystem. It has been also successful in correlating CHF data for
derive semi-theoretical equation, and the correlation factor wesrious forced convection boiling systems with the film flow such
determined from the present experimental data. Finally, a seras falling film, wall jet, impinging jet of the moda.

theoretical correlation was proposed for predicting CHF of con- The ratio of A, /A is assumed to be a constant or, at least, a
vective boiling of saturated water jet impinging on the stagnationeak function of pressure Haramura and Kditd] obtained the

zone. expression A, /A=0.0584p, /p;)%? by equating their relation-
o ) ] ship for CHF in pool boiling to Zuber's original equation. How-
2 Simplified Theoretical Analysis ever, this assumption cannot be generalized to all boiling systems.

The CHF model is based on two sub-models. First, an interft any case, suqh variations Af /A would not have a significant
cial instability analysis proposed by Haramura and Kéti¢]is €ffect on CHF. in the present study, we employed the exponent
used to describe the maximum liquid subfilm thickness. Second/&@ation in expression of Haramura and Katto, i.e.,
flow model is used to describe the local velocity of liquid in the A, IA=Cy(p, Ip)°2 @)
stagnation zone. Then, an energy balance is written for the heated ] ) ]
surface to obtain the average heat flux at CHF point. Figtog 1 Where,C, is an unknown constant smaller than unity. Since under
shows the schematic diagram of the analytical model for tH@rmal operating conditions, /p;<1, Eq.(7) is simplified as,
modelB. Here, a round water jet of diametel, impinges verti- Cy1=Ca(p,/p)%* )
cally on a circular flat plate having the same diameter as that of sl
the nozzle with the compact velocity, and the saturation tem- CHF is postulated to occur when the latent energy of the in-
perature,T,. After the burnout phenomenon occurred, the wat&toming liquid, which incomes the subfilm layer through vapor
jet flow zone has been limited in the stagnation zésglashed blankets layer and penetrates the thin subfilm layer in the radial
liquid flow has not been drawn in this figuré\s various forced direction, is just equal to the total heat supplied in the heated
convection boiling systems including the mode A of jet boilingstagnation zone. Namely, the incoming liquid is evaporated just
the Mode B of jet boiling can also use the concept of the max¢gompletely at the edge of the stagnation zone. Hence, the follow-
mum liquid subfilm thickness for predicating CHF. For the modé#g equation can be obtained.

B, the burnout of nucleate boiling takes place when the incoming _ 2 _

liquid, which comes from current flow and passes through the M= (7d*/4)0c,0/Ng= Tdmp1 U (R) (10)
liquid subfilm layer along the radial direction, is evaporated justhereM denotes the total mass rate of the incoming liquidR)
completely at the edge of the stagnation zone, i.e., the positiondgfnotes the assumed mean velocity of liquid flowing out the sub-
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film layer at the edge of the stagnation zone along the radi -
direction when the liquid has been not evaporated, i.e., the jet flc
is the single-phase flow. For this case, the following equations c
be obtained
1 (m
UR)=—| uly,Rd 11
()(smf0 i(y,R)dy 1) @1
Inside the velocity boundary layer of liquid, the distributions 0@ E
velocity can be taken as exponential forms along the radial dire
tion,
up o3[y} 1(y\® ©
u_(s I} E + 2 El (12) 1 Test vessel 5 Teflon plate 9 Power supply
. . L 2 Test specimen 6 Drain tank 10 Mutimeter
where, 5, denote the thickness of the velocity boundary of liquid 3 Jet nozzle 7 Water pump 11 Computer
us the velocity at the interface of the boundary layer, respectivel 4 Flow meter 8 High-level tank 12 Alarm
For the single-phase jet flow inside the stagnation zépandu
can be expressed as folloya7] Fig. 2 The schematic diagram of the experimental setup
us(r)/V=2rld (13)
5, 1d=211/R&"> (14) heat-transfer surface, then was drained into a drain tank to be
L . recycled. The distance between the nozzle exit and the specimen
Combining Eqgs(11) to (14) yields was fixed at 10 mm.
U(R)=C,V (15) Figure 3 shows the schematic diagram of a test specimen. The

. ) ) test specimen was very thin Nickel Chromium alloy foil, 0.1 mm
Here,C, is generally a weak function af, . In a special case of or 0.05 mm in thickness, and was directly linked with direct cur-
/= 6m, C4 would is a constant and independentgf( 5 andén  rent (supplied by a silicon rectifigrto produce Joule heat. Two
have the same order by a trial calculagioRor the actual boiling copper plates were spot welded at the two sides of the specimen as
flow, the total incoming mass rate is rather less than that in th¢sctric power lead lines. The specimen was closely fixed on a
single-phase flow due to interruption of the vapor blankets layefefion disk by using silicone glue and the welded parts were cov-
But, it can be reasonably assumed that the proportional relatifteq by silicone glue for insulation. Upward heat-transfer surface
ship betweert (R) andV in Eq. (15) is still available and only the 55 cleared by acetone. A sheathed thermocoupk® 63 mm
correlation factoiC, has a variation due to the effect of turbulenty 55 spot welded at the center of the bottom of the specimen. The

transport in the subfilm layer ) thermocouple was linked to a digital multimeter that fed the mea-
Combining Egs(6), (9), and(10), yields, sured signals into a computer to get the wall temperatures making
0. use of one-dimensional thermal conductive equation
Po o po| 1 pihigV
qC,O: C 1+ — —2 I T . (16) d dT
P pv(qC,O/pvhfg) P d_()\sd_):Q, (18)
Finally, a dimensionless form of E¢16) can be obtained as fol- Y Y . .
lows: where,\;=17.4WmK, at 20 °C.Q’ is the internal heat calcu-
lated by the electric power applied and the volume of the speci-
1 ET. men.
Yeo =C( 1+ p_”)3 ap (p_v) s (17) Because the thermophysics properties of the specimen could be
thg Pi G2d Pi considered to be constant inside the specimen, and the bottom of

where,C is a correlation factor and it can be determined from tht@e specimen is insulated,
experimental data.

For the case of the heated disk diameter less than the jet nozzle .
diameter, Eqs(16) and(17) can still be employed. Hence, CHF is Specimen
a constant, independent of the heated disk diameter in the jet
stagnation zone.

Teflon Plate

120

3 Experimental Apparatus

In this study, steady heat transfer experiments were conducted
for nucleate boiling regime to obtain boiling curves and determine
critical heat fluxes. Figure 2 shows the schematic diagram of the Copper p]aé
experimental set up. It mainly consisted of the test specimen, the
circulation system of water, the measuring devices and electric
power supply.

lon-exchanged water with the electric conductivity of about 3
(nQ cm™1) was used as the coolafthe maximum electric con-
ductivity was less than 104Q cm 1) in the experiments). Water
was heated to the saturation temperature at atmospheric pressure
in the high-level water tank, which was fitted with two immersion
heaters and a reflux condenser mounted directly above the tank.

Then, the saturated water was drained from the high-level water

tank by a water pump, passed through a regulating valve and a

flow meter into the jet nozzle made of a quartz glass tube, in 10 4

which the temperature of water was measured finally by a ther-

mocouple. Water jet impinged onto the test specimen, i.e., the  Fig. 3 The schematic diagram of a test specimen

AN

Thermocouple

10
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’ 0
el Ay? (19) 30 4=10mm
2N

where,Ay is the thickness of the specimeh, andT, denote the
temperatures of the heat-transfer surface and the measured bottom
surface, respectively.

Three different specimens with the cross-section sizes of
10X10 mm, 6X6 mm, and 2xX4 mm were used in this experiment «fé‘
and they corresponded to three round jet nozzle diameters, 10 E

o
o

TW:Tb

mm, 6 mm, and 2 mm, respectively. The mass flux of water flow- X
ing out the nozzle is determined by means of a flow meter. Cali- 10° -
brations made at temperatures ranging from 20 °C to 70 °C show 5 o v. %,
that the error is less than a few percent if the thermal variation of R a&a (m/s)  (MW/m’)
water density is taken into account. In the tests, the wave of the o os 1.1
mass flux was limited within=4 percent. The CHF value was [ g :e\ ©o 1.0 1.60
determined by increasing the power input with a small step near - vl ; A 18 1.85
the CHF point. When the heated surface temperature could not " & fw v 20 2.02
have a steady state and increased very quickly, the power input 5x10 =
was cut automatically 10’ 10°
In this experiment, the impact velocity of water ranged 0.5 m/s (&) AT, (K)
to 6 m/s and had the same uncertainty as that of the mass flux. By
trial numerical simulations for the temperature contributions in- ax10°F Tt
side the specimen, the heat losses resulted from the thermal con- d=6mm » $VW
duction in the copper plates and the bottom surface of the speci- &é A A
men have almost not effects on the temperatures and heat fluxes at
the center of the specimen. Namely, the measured temperatures by L
the thermocouple were not affected by the heat losses. The cali-
bration errors of the thermocouples were less than 0.2 K and the rfE‘
maximum uncertainty of the wall temperature was within 1.5 K S
near the CHF point. Hence, the maximum uncertainty of the wall §
superheat was within 5 percent near the CHF point. The power %, v, %0
input was measured with a power meter witl®.2 percent rela- = d (mis) (MW/m’)
tive accuracy. The heat flux was calculated by dividing the mea- 10° P~ + o 05 1.42
sured power inputafter it was corrected for the electric power - 10 °o 10 1.81
losses in the copper plajelsy the specimen area. The maximum 3 L] A 185 245
uncertainty of the heat flux was about within 5 percent. 5 a v 20 2.78
[ ] ¢ 26 2.89
4 Results and Discussion i - + 30 303
Figure 4(a)-(c) shows the experimental results of fully devel- &x10° hemrderechmcd b
oped nucleate boiling heat transfer at the stagnation zone for satu- 10' 10’
rated water jet using respectively three nozzle diameters. Heat (b) AT, (K)
transfer data are plotted in the form of boiling curesll heat sat
flux against wall superhegator different jet diameters and impact 10"
velocities. Prior to fully developed nucleate boiling higher veloci- [ d=2mm
ties increase the heat transfer coefficients and delay the boiling K
incipience. Because the objective of this study is investigation of L
CHF, hence, the experimental data for the range of the superheat i
less than 10 K have not been presented in Fig. 4. PP
The Stephan-Abdelsalam’s empirical correlatj@8]is shown B My
in Fig. 1 in form of solid lines. For nucleate pool boiling of water
at atmospheric pressure, the correlation is as follows: i

q=52.4AT308[W/m?K], 6=<ATg=22K (20)

q.,(MWIm’)

In fully developed nucleate boiling regime, the data resulted (mis) :l‘;:NImz)
from different impact velocities and jet diameters generally con- § g1 270
verged into essentially the same boiling curve. The data agree o 2 262
qualitatively with the Eq(20) and are rather higher than the cal- 10 F _,g A 3 408
culation curve. These deviations may result from the different i 0 vV 4 a4n
surface configurations such as surface roughness. The insensitivity : « O 5 483
of the boiling curve to changes in compact velocity indicates that R (# + 6 468
heat transfer in the fully developed nucleate boiling regime is ol e 4 s aad
dominated by bubble activity on the surface, regardless of the . ,
contribution of single-phase turbulent transport in the bulk flow. 10 10

However, the effect of the compact velocity becomes quite sig- (0 AT, (K)

nificant on CHF, which is increased with increasing the compact

velocity. This trend is attributed to the increased liquid-solid con-

tact on the heated surface and the decreased void fraction in f}¢ 4 Experimental results of boiling heat transfer for jet boil-
liquid flow. On the other hand, CHF is also increased with deéng: (a) the nozzle diameter of 10 mm  (b) the nozzle diameter of
creasing the jet diameter. This trend is attributed to the decreagesim; and (c) the nozzle diameter of 2 mm.
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5x10°

[ (b Jp)=6.24x10"
F ®» d=2mm
® d=6mm
A  d=10mm
v d=imm:

107 Kumagal {1994)

q.J/Ghy, ()

(op/G™d) ()

Fig. 5 Comparison between Eq.

5x10”

(21) and the CHF data

The CHF data proposed by Kumagai et[@4] are rather higher
than that of the present experiment. The reason may be due to that
those data resulted from an unsteady cooling experiment, but the
present data resulted from the steady experiment.

In general, for pool boiling of saturated water on the upward
heat-transfer surface under atmospheric pressure, CHF is about
1.16 MW/nt [13]. This value can be taken as a lower limit of
CHF for the convective boiling of water jet impinging on the
stagnation zone, hence, the applicable range of @43.and(22)
can be estimated to b&/(d)=34.5. Here, the unit o¥ andd are
[m/s]and[m], respectively. For the range o¥/{d)<34.5, CHF
should be equal to that in pool boiling.

Since the present experiment was carried out at atmospheric
pressure and only saturated water was used as a coolapt, the
is fixed (p, /p;=0.000624) and the data cannot present the effects
of thermophysics properties in wide range. In general, the expo-
nents of the dimensionless numbers in the theoretical equation
may be somewhat different from those in the experimental corre-
lation due to some secondary effects, such as effects of correlation
factors in Eqs.(7), (8), and(15), which have been assumed as
constants in this study. But, they should be weak functions of the
thermophysics properties and the jet conditions. Therefore, further
work would be still needed to check and improve the applicability
of the suggested correlating equati@1i) in more wide range.

flow distance of the incoming liquid though the liquid subfilm
layer, i.e., the decreased average evaporation distance of the in-

coming liquid.

Conclusions

Equation(17) is tested in Fig. 5 against experimental data of

CHF obtained in the present study and Kumagai e{®994).

1 The model of the maximum liquid subfilm layer based on the

Good agreement between the CHF data and the predictionsHglmholtz instability was employed for predicting critical heat

obtained for C=0.132.

=0.13% 1+ Py
Pi

qc,O
Ghyg

1/3( ﬂ) 1/3(
G2d

po ) 1.4/3
Pi

(1)

flux (CHF) of convective boiling of a round saturated water jet
impinging on the stagnation zone. The steady boiling heat transfer
experiment was conducted to determine the correlation factor.

2 Both the impact velocity and the nozzle diameter provide
strong effect on CHF. Higher CHF was achieved with higher im-

Equation(21) correlates CHF data with the maximum relativepact velocities and less nozzle diameters. The relationship of
error less thant20 percent, and can be recommended for predu;g—c’om(v/d)lls is available for saturated water jet under the atmo-

ing the CHF of saturated water jet boiling at the stagnation zo

N&sheric pressure condition.

Because the thermophysics properties are constant for saturategl pimensionless Eq(21) correlates the CHF data with the

water under the atmospheric pressure condition, the relation bgaximum relative error less than20 percent. Equatiof21) can
tweeng. o andV as well asd can be simply expressed as

1/3
0c0=0.36x10°

d

where, the unit oV andd are[m/s]and[m], respectively. Figure
6 shows the compared results between the CHF data an@¥yq.

[W/mPK]

(22)

10’
AT, =0
L. ® d=2mm
. & d=6mm
A  d=10mm
v d=tmm:
Kumagal (1994)

Qo vy

Vid (1/m)

Fig. 6 Comparisons between Eq.

Journal of Heat Transfer

5x10°

(22) and CHF data

be recommended for predicting CHF of water jet boiling at the
stagnation zone.

4 Further work would be still needed to check and improve the
applicability of Eqg.(21) in more wide range.
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Nomenclature

A = total heat-transfer surface area?)m
C = correlatin factor(—)
d = diameter of jet nozzlém)
G = mass flux of liquid jet (kg m%s™%)
hty = latent heat of evaporation (JkY
M = total mass rate of liquid incoming into the subfilm
layer (ms't)
Re = Reynolds number of jet flonRe =Vd/v,(—)
q = wall heat flux (Jm%s™1)
Qco = criticalheat flux for saturated liquid (Jrés™Y)
r = distance in the radial directiofm)
u = velocity of the radial direction (ms')
U = mean velocity of the radial direction (m%)
v = velocity of the vertical direction (mg)
V = compact velocity of liquid jet (msh)
y = distance in the vertical directiofm)
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Greek Symbol

6 = thickness of boundary layém)
Ny = critical wavelength for Helmholtz instabilitgm)
N = thermal conductivity (JmK 1s™%)
T = temperaturéK)
AT = superheatK)
v = kinematics viscosity (Fs 1)
o = surface tensionN m™?)
p = density (kg m?3)
Subscripts
0 = saturation
| = liquid
v = vapor
s = specimen
w = wall
& = interface of velocity boundary layer
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Introduction cross-section, the macroscale bubbly flow is not obtained. Further-

m?re, with capillary forces dominating, the film thickness in an-

There has been significant recent interest in microchannel h@ ar flow will not be strongly affected by gravity, and tube ori-

: . . nannel Nig
transfer and, in particular, evaporation and condensation in hig Yitation will become unimportant—a potential advantage for

compact microchannel heat exchangers has become Importanhjication in micro-thermal machines. In order to properly inter-
Phase-change processes are key to the development of m heat transfer data, and to understand the thermophysics of
micro-thermal machines, such as micro-refrigeration Sysl8e® o qchannels, the flow regime must be carefully considered as
Shannon et al[1]). The present study deals with evaporation if o< peen done in macrochannels by Kattan diGal5].
microchannels. The purpose of this work is to present a NeWgeyera| recent studies have pointed to the dependence of mi-
model of two-phase heat transfer for this channel scale, and {0 Usgcnannel heat transfer coefficients on heat flux as an indication
this model to explain recent data and observations reported in ucleate-boiling dominance. This hypothesis appears to be but-
literature. . L tressed by a weak dependence on local quality and mass flux, as
_ The threshold from macro- to micro-behavior in two-phase floye|| a5 an increase in the coefficients with evaporating pressure.
is not yet well defined, and it depends on a number of factor$pe purpose of this paper is to bring the consideration of flow
such as the heat transfer process, channel geometry, and flaWime into the interpretation of microchannel evaporation data,
properties. Kew and Cornwgl2] report that scale effects becomeynq to put forward an alternate hypothesis explaining these obser-
evident when the hydraulic diameter is less thaQations solely through thin-film evaporation as a much more plau-

2.ol(9(pi—p,)). For typical halocarbons in refrigeration or air-gipje mechanism.
conditioning applications, this criterion implies that channel-size

effects become important for diameters less than a couple of mil ;

limeters(1.9 mm for R134a, R12, and R22 at 0. €or the presentn]'rterature Review . _ )

purpose, a macrochannel will be considered as one in which theViehendale et al[6] recently provided an extensive review of
bubbles are much smaller than the channel diameter, and a micgle-phase and two-phase microchannel heat transfer, and other
channel will be loosely identified as one in which the bubbles af@Views are availablg7]. We will not repeat an exhaustive review
constrained by the channel size. Consequently, for the pres€hflow in microchannels but will note that relatively few experi-
microchannel heat transfer modeling, it will be assumed that orﬂgl_ental studies have reported local flow boiling heat transfer coef-
one bubble can occupy the cross-section at any one time. We Wifiénts in small channels. Our main purpose will be accomplished
not define the particular length scale necessary to achieve thB¥ediscussing several recent studies that have reported such data,
conditions, but will assume they exist. and studies that have sustained the growing notion that micro-

In macrochannels, evaporation is considered as controlled $jannel evaporation behavior can be explained in terms of mac-
two main mechanisms: nucleate boiling and two-phase convé@Scale nucleate boiling. _
tion. Most research in conventional macrochannels has focused o "an and co-workerg8] investigated heat transfer for evapora-
turbulent two-phase convection. In contrast, flows in microchaf{on of R-12 inside a circular channel with a 2.46 mm diameter,
nels span the laminar and turbulent regimes and hence lamigf! in @ rectangular channel of 1:7@.06 mm (,=2.40 mm).
convection and thin-film evaporation may also be relevant. SorfaeVviously, Wambsganss et (8] reported results for R-113 in a
two-phase flow patterns existing in macrochannels may not 92 mm diameter circular channel. In these studies, it was ob-

erved that for wall superheats larger than 2.75 K the local heat

ossible in microchannels. For example, capillary forces can o o h .
p P piary b réansfer coefficients did not change with mass velo( to 695

hibit stratified fl f i d, if bubbl th X .
DIt Stratified Tlows from oceurring and, 1t one bubble spans Kg/m?s) nor with vapor quality(20 percent to 75 percenbut
Contributed by the Heat Transfer Division for publication in th®URNAL OF instead depended only on heat figk5 to 59.4 kW/rﬁ)' An at-

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 31, 20011,:empt to fit the""data to a typical nucleate b0|I.|ng curles the
revision received August 13, 2002. Associate Editor: V. P. Carey. form g=aAT") yielded an exponent af=2.7. This value of is
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typical to that obtained in nucleate boiling correlations and con
monly reported in the literature for macrochannels, and on th
basis Tran and co-workers asserted that heat transfer v
nucleate-boiling dominated in microchannel evaporation. At lo
superheats, below 2.75 K, they observed a significant change #
the slope of their data plotted as a nucleate boiling clgquesrsus

AT), and they designated the low-superheat regime l
convection-dominant. Heat-flux dependence still existed in th
regime; however, it was much less than at higher wall superhee

Zhao et al[10] reported flow-boiling coefficients for CQand
R-134a in a microchannel of unspecified dimensions. They me
sured local heat transfer coefficients from inlet vapor qualities of
percent to outlet qualities of 30 percent but did not present tl
data as a function of quality. For mass fluxes from 250 to 7(
kg/n? s at fixed heat fluxes, they did not observe mass-flux depe
dence for either C®or R-134a for pressures ranging from 397(
to 5090 kPa and 350 to 490 kPa, respectively. In their heat fl
range (8 to 25 kwi/nf), their results did not show a heat flux
dependence. It may be important to note that all the tests of Zhao
and co-workers were for wall superheats less than 2.7&dtn  Fig. 1 Physical model of the elongated bubble flow regime
about 1 to 2 K). Hence, their data would have fallen in the lowexpected in microchannel evaporating flows. A liquid-slug /
heat-flux dependence zone observed by Tran and co-workef@?or-bubble pair is identified for analysis, and the geometric
Zhao et al. reported that for the same saturation temperé2gg: description of the pair is provided.

K), CO, had heat transfer coefficients about 3 times those for
R-134a.

Mehendale and Jacofi1] provided a limited number of quasi- found the flow regime in channels of less than 3 mm diameter is
local data for evaporating flows of R-134a in horizontal, squaiedicted as intermitterit.e., slug flow)and then annular prior to
passages, 0.8 by 0.8 mm. Their data were obtained as an averggehing dry-out qualities. This prediction is congruent with the
over the quality range from inlet to outlet and for most experfdirect observations of Wambsganss et[8l]. The heat transfer
ments the quality change was between 7 percent and 15 percerii@del of Kattan et al. is asymptotic for intermittent and annular
relatively low heat flux was usedj& 3400 W/n?), and the mass flows, with a Cooper-based nucleate boiling contribution and a
flux ranged from about 1.8 to 15 kgfm. They did not report the turbulent-film contribution. For small channels, the model predicts
wall superheat for these tests, but from their heat transfer coeffi@Porative convection coefficients to depend on heat flux be-
cient data it is clear the wall superheat was less than 1 K. NevEause the coefficient becomes nucleate-boiling dominated. While
theless, Mehendale and Jacobi observed the heat transfer co8ffect observations support the predicted flow patt@m elon-
cient to be virtually independent of quality and dependent on he2@ted bubble flow), nucleate-boiling dominance is only inferred
flux. They observed mass flux dependence only at the highest fIif@m extrapolation of macrochannel heat transfer behavior.
rates. They explained these results in terms of nucleate boiling!Nis survey of the literature clearly shows evaporative convec-
dominance at low mass-flow rates. tion coefficients in microchannels exhlblt heat-flux depenc_ience.

Bao et al[12] reported local flow boiling coefficients for R-11 Although the low-heat-flux cases exhibit less dependetasein

and R-123 inside a circular channel with a diameter of 1.95 m%?rk by Tran and co-worker8], Mehendale and Jacofil] and

Their work reflects careful attention to experimental method arf!2° €t al[10]), many investigators have reported the heat flux
procedure; for example, consider their companion papat, in ependence. The careful experiments of Bao dt12l.13]provide

which they demonstrated their test facility provides energy bat_ompelling evidence that it exists. This heat-flux dependence of
ances within a few percent and yields single-phase results [if convection coefficient, along with the relative independence
agreement with accepted data. In their experiments, they useHQa{TI1 qtuatljlty_l_and maﬁs f_qu, has”blt(aen W|dfely ascribed hto th?
single piece of tubing, 870 mm long. The first 400 mm of the tub%u%'.sa e;NO' 'n.ﬂ m?? ams(rjn, Welt ”?Wn rlom tmacr?(t:h_ange

was unheated, providing an entrance region; that section was fyudies. We will put forward an alternate explanation of this be-

lowed by a 270 mm long test zone and then by a 200 mm uH_avior, an explanation we believe is superior to the assertion that
heated exit zone. For tests over a wide range of condifioTess nucleate boiling is important in these flows. We will undertake to

velocities from 50 to 1800 kg/frs, vapor qualities from 0 to 90 describe and support this alternate hypothesis through a simple

percent, heat fluxes from 5 to 200 kW¥iand saturation pressuresthermal model of microchannel heat transfer.
from 290 to 510 kPr they observed that heat transfer coefficients
were a strong function of heat flux and depended on saturatibtat Transfer Model

pressure; however, the effects of vapor quality and mass flux werene hypothesize that thin-film evaporation is the governing pro-
very small. Hence, similar to the previous studies, they concludedss in microchannel evaporation, and we will use that mechanism
that nucleate boiling dominated the heat transfer process—in faigta model to explore the expected heat transfer behavior for such
they demonstrated that the Cooper correlafibd] gave an ap- a situation. We will demonstrate that this heat transfer mechanism
proximate representation of their ddthough it under-predicted can explain the trends reported above. Consider an elongated
their results by 20-50 percentUsing the same type of setup,bubble/liquid-slug pair in a circular channel of diametBr, as
Baird et al.[15] have also reported local heat transfer data fashown in Fig. 1. We shall refer to this system as piaér, and
R-123 in a 0.92 mm diameter tube and £i@ the previous 1.95 assign it a length of. . The length of the vapor bubble is,,
mm tube, observing the same trends as in their earlier work. and the liquid slug is given a length . After inception, this pair
Many of the studies cited above focus on the challenges wfoves down the channel with a velocity. Due to the applied
obtaining reliable data in the microchannel geometry, and dataiform heat flux,q, as the pair progresses down the chanbgl,
interpretation has been based on ideas and trends extrapolalecreases, anld, increases. Because the vapor density is smaller
from earlier experiences with macrochannels. As a demonstratigvan the liquid density, » increases and the local quality and void
of this approach for data interpretation, we calculated the recdrdction (volume averaged over a pathus increase as the pair is
flow pattern map of Kattan et aJ3—5] for macrochannels and propelled down the channel.
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Central to this model is the idea that during elongated bubbfénally, from the definition of quality, we can have
flow a thin liquid film of uniform thickness is “laid down” by the )
passing liquid slug. The initial film thickness provided by the x(H)=U(t) Lv(t))ﬂ((R_5o) )
passing slugg,, is governed by complex fluid dynamics within Lp(t)/ m R? '
the slug and the film; we are not able to predict its thickness in a . .
simple way, but we will simply assume its presence. It should he Equations(2)—(5) are applied at=0 and used to calculate the

tial pair geometry (o, Lyo, andLp,). At any instant in time,
pair geometry can be used in E@8)—(8) to calculate the

noted that after a liquid slug passes, the film begins to thin

evaporation proceeds. The thinning process continues until . ; ; ; . X
cal void fraction, pair velocity, and vapor quality. Using an en-
rgy balance on the pair and mass conservation, coupled differen-

next liquid slug passes. We will consider the effect of this thinnin
on the heat transfer coefficient later. . . o>

fipl equations for the vapor and liquid length result as follows for
jrescribed heat flux:

®

In order to estimate the period of time between generation
successive pairs, we assume that this period scales as if bulsh
growth follows the conduction-limited model of Plesset and dL D(Lu(t)+L, (t
Zwick [16]in a uniformly superheated liquid, Vo M

dt pv(R—8)°A

w

©

12

(1) and

- dL D(Ly(t)+L(t

At t=0, growth of the bubble from a pre-existing vapor nucleus b M (10)
occurs. Using the definition of the Jakob number, and assuming dt pL(R=)"N

the bubble will depart downstream the instant it spans the channeiri s with the initial conditions oh, andL, calculated, Egs.

(neglecting the thin film,s,), the period of pair generation is (9) and (10) can be integrated forward in time, subject to the

estimated to be nonlinear constraint of Eq$5) through(8). At each time step, the
Roy\ |2 o pair geometry and velocity are calculated, and local void fraction
= <—) — (2) and quality are found. We add a differential equation for position,
PLCpLA Tt/ 12c0 and thereby calculate the position of the pair at each time step;

Equation(2) can be regarded simply as a scaling relation; it red:€.» We simultaneously integrate

ognizes that a nucleation superheat is required to generate a ds

bubble, and once the bubble forms it will grow in a conduction- —=U(t) (11)
limited fashion until the channel is bridged. The bubble will then dt

be swept away and a new one will begin to grow, repeating therpg gquation set developed above thus provides two-phase flow
cycle at a frequency %/ This simplified view of pair initiation  cp4racteristics as a function of position in the tube. If microchan-
neglects flow forces on the growing bubble and allows for nQg| eyaporation is thin-film dominated, then pair geometry and
waiting time” between bubbles. The effective superhe&Ten, |oca) velocity are key factors in modeling the heat transfer. These
can be adjusted to make the equality to hold in & for SOME factors determine the fraction of tube area occupied by the film
unknown real nucleation superheat. Later, we can relate this gfi4 the periodicity with which it is refreshed.
fective superheat to a critical radius to demonstrate that physicallyThe cyrrent heat transfer model is based on the assumption that
reasona_ble radll_are Obt"%'”ed- . . - onduction through the thin liquid film dominates the heat transfer
In a simplification consistent with the view that a pair is forme ehavior. As a liquid slug passes, it lays down a film of thickness
at a 1 frequency neglecting local flow effects on the growings '~ once the slug passes, transient thin-film evaporation begins
nucleus, we will neglecust at the point of pair formatigriocal anfl the film thickness decreases. Hence, the film is thinnest at the
density and velocity changes, and assume that up to the instantgijing edge of the elongated bubble. With the local value of pair
det_achment, th_e flow passes the nuclgatlon site at the I|qU|_d issing frequencyr, given by L(t)/U(t), and accounting for
locity and density, thus over each period of bubble generation.gnqyction through a fictitious film into the passing liquid, the

pair length is swept out: minimum film thickness is modeled with
LP(tZO):LpOZ ™m/pL (3) q Lp(t)
According to the idea that the pair forms the instant the bubble Omin= 00" oL U(1) (12)

bridges the channel, we take the initial vapor length to be _ . )
Averaging over the period and length of the pair, the heat transfer

Ly(t=0)=Ly,=D (4) coefficient is determined from an average film thickness, using
a quasi-steady approach. Spatial and temporal averaging with

and from Fig. 1 we see that for all time, Eqg. (12) yields the following expression for local heat transfer

Le(t)=Ly(t) + L (1) (5) coefficient
After pair formation, void fraction, velocity, and vapor quality . qLp(t) -t
can be calculated using basic definitions for a known fluid at a h(s;t)=ki| do— ANp U(1) (13)
known mass fluxm, and for an assumed film thickneds. The
basic definition of the void fraction gives: With Eg. (13), the local heat transfer coefficient can be deter-
mined as the flow equations are solved for local quality, void
Ly(t)(R—5,)? fraction, and location. An average heat transfer coefficient could
e(t)= Lo(hRZ (6) " then be determined by integrating E3) over positions. How-

ever, we are interested in local behavior to compare to data re-

Recognizing that mass is carried through a flow areamr@R ported in the literature. In particular, we are interested in whether
—8,)%, but that the mass fluxn, is defined by convention in this simplified thin-film model will provide predictions congruent
terms of the total cross-sectional aredg?, the pair velocityU(t)  with the data, offering support for the hypothesis that microchan-
can be obtained by re-arranging the definition of mass flux:  nel evaporation is thin-film dominated.

1 Recognizing it provides only an estimate for large superheats,
( Lo(t) i Lv(D) @) we also calculate the critical radius suggested by the effective
PLL0 " PYLo superheat from Eq2) using the following expressiofl7],

2

(R_ 50)2

U(t)=m(
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Fig. 2 Heat transfer behavior for R-11 at P,=460kPa, D . )
=2mm, and m=446 kg/m?s, showing (a) h for varying AT, Fig- 3 Heat transfer beha\gor for R-11 at  Pgy=460 kPa, D
(rei) at a fixed initial thin-film thickness of ~ §,=12.5 um, and =2mm, and g=120 kW/m?, showing (&) h for varying ATy

(b) h for varying &, at a fixed AT.=28K (re;=0.070 um). (rer) at a fixed initial thin-film thickness of 6,=12.5 um, and
(b) h for varying &, at a fixed AT.z=28K (rg;=0.700 um).

20 (14) procedure, and it emphasizes the important fact that sweeping
Ieie(dp/dT)ga’ frequency is a constant, set by pair-formation frequency.

. - . - We conducted a series of simulations designed to explore the
wherer . is the critical radius of the pre-existing vapor nUdeuSt’r%{wdS predicted by the model and representative results are pro-

‘r'g:josh?]gsalsugf'fhgnskur'r?:(’; agirdeupfréiz ?r? Lt:;?n n};:;??se?]mett(;y ed in Figs. 2 through 4 for R-11 at a saturation pressure of 460
obtgin an accurate estiméte of Ft)helocritical radiugs we simply wi I%Pa in a channel of 1.95 mm diameter. The parametric values used
’ PY WIS these figures were selected to allow a comparison of the model

to demonstrate that. the suggested size of the c.ritical raqiusréssults to the experimental data of Bao et[aR] and to demon-
reasonable for a microchannel tube. We recognize that in YFate the trends with a ranae Afl .. and 8 (the “free” param-
model—due to the nature of nucleation—we will ultimately as: 9 eff Q P

sume a value of ., (or AT.q), which then sets of the value of eters_ ir_1 theT modell). As dgmonstrateq in Fig. 2, the hea}t tr.ans.fer
AT, (or 1 basectrjlt on Eq(lefl)') coefficient is predicted to increase with heat flux. This finding is
eff crit )

in agreement with the behavior reported in the literature. It may be
especially noteworthy that the dependencehabn g is low at
. . . . small heat fluxes and higher at large heat fluxes. This result seems
Discussion and Comparison to Experimental Results to explain why data obtained at a low heat flux show little heat-
The differential-algebraic equatidiDAE) set developed above flux dependencéas in[8]), but high-heat-flux data exhibit strong
was solved using a Newton-Raphson method for the algebraic getat flux dependendas in[12]).
with simultaneous integration of the differential equations using a In Fig. 3 it is shown that the model predicts the heat transfer
fifth-order Runge-Kutta-Verner. For all cases reported, the relatigeefficient to be insensitive to mass flux for reasonable values of
residual in the solution was less than £0Solutions to the model AT and 8,; again, the results are congruent with the extant
show that the period of sweeping,is independent of location in literature. The values of Reange from about 1000 to 2500; so,
the tube for all cases; that isp /U is independent of quality. This the expectation is that the flow is laminar or just entering the
finding is an obvious result, and with some manipulation of thigansitional regime even at the highest mass fluxes. In the top
DAE set, it can be shown thatr/dt is always zero. Physically, graph, AT (or r¢) is shown to have a substantial effect on heat
this result is due to the fact that as the quality increakds$) transfer but that heat transfer is still nearly independentmof
increases because of the increaseLj{t) and U increases at which agrees with the studies cited earlier. The variatiorhin
exactly the rate of increase I, . Although the result is obvious versusm is minor relative to that foh versusg shown in Fig. 2,
after consideration, it is reassuring to obtain it with the numericathich also follows the trends observed experimentally.

ATeﬁ:
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Fig. 4 The predicted heat transfer coefficient for R-11 as a q (kW/m)

function of vapor quality, with AT=28K (0.12<rg;

<0.06 um), for Pg, ranging from 294 to 450 kPa, with &, Fig.5 Comparison of the new model to the data of Bao et al.
=125 um, g=125kW/m?, and m=560kg/m?s to cover the [12] for R-11 at P, =460 kPa with the model parameters set to
conditions reported by Bao et al.  [12] AT =28 K (rg=0.070 um) and 6,=12.5 um

In Fig. 4, the heat transfer coefficient is shown to be indepen-
dent of vapor quality and to increase with saturation pressure. This
set of simulations was conducted under conditions typical to thosey gy model,h depends omg because an increase in heat flux
(pj)_resented by Bao an% CO-wc?_rke[r.BZ]k(lnhthelr Fig. 8&’ g‘lnd @ imposes more thinning during the periadand a thinner layer
Irect comparison to that earlier work shows remarkable agrgsjies 4 higher heat transfer coefficient due to the reduced con-

ment: the model properly predicts the behavior with quality an ctive resistance of the film. Likewise, as the saturation pressure

saturation preSSl_”e' All these trends are consistent W't.h data irsei'ncreased, the heat of vaporization decreases, and the film thins
ported by others; of course, these trends are also consistent with

nucleate-boiling dominance. However, the predictions now pr8:°"® rapidly during the sweep periogand thush increases with
sented are obtained using a heat transfer model based solelyse ration pressure. .
evaporation of a thin liquid film trapped between a moving elon- /& have also been able to conduct a general comparison to
gated bubble and the channel wall. Hence, based on the pre@ﬂler heat tra}nsfer data of Wambsganss and co-workers for R-12
analysis the dominant heat transfer mechanism in microchanf@f€[8]). Their data show the same trends as noted for other
evaporation under these conditions is transient thin film evapof#lids: h is almost independent of andm, and depends strongly
tion with growth of elongated bubbles flowing down the channdn d. By reading the heat transfer coefficient data from their Fig.
and not conventional macrochannel nucleate pool boiling. 4, and fitting h(q) for R-12 at a saturation pressure B,

In order to make a compelling comparison of the new model to 825 kPa in a 2.46 mm diameter tube, we find that values of
existing data, we considered the experiments of Bao ¢ilalin AT=32K, andd,=20 um predict their measurements with an
more depth. Using their test conditions, we adjusted the unknowwaerage deviation less than 13 percénithin their 15 percent
effective nucleation superheat and the initial film thickness tancertainty). Furthermore, the new model again predicts little de-
minimize the least-square error between their data and the npendence omx andm, in agreement with the experiments.
model! For parametric values ak To;=28 K (equivalent tor o Unfortunately, a direct comparison to the data of Zhao et al.
=0.070um) and §,=12.5um, the average squared relative erf10] is impossible because the microchannel dimensions are not
ror between the experiments and the model was less than 10 pgbvided. However, they show heat transfer data and notehthat
cent, with the trends predl_cted as shown in the comparison of taglues for CQ are roughly three times those of R-134a under
model to the theory in Fig. 5. These results are for R-11 atjgentical test conditions. Assuming a diameter of 2 mm and their
saturation pressure of 460 kPa in a 1.95 mm diameter tube. Wgerating conditions, the new model predicts heat transfer coeffi-

have shown all data they obtained at this saturation pressure Pens for CQ to be roughly twice those of R-134asing AT o

cause the results are insensitive to quality and masgdsixlem-  _og ands,=12.5.m). If the tube diameter is taken as 3 mm

rinting of [12] provides an erroneous curve for the détatheir &he ratio is about four. Hence, our model correctly predicts the
Igig 2)9_] howevepr we have used the correct data for these Con@h_ysical property dependence on thin film evaporation for their
tioﬁs és providéd by Prof. Haynes. It is interesting to note thé)nditions for these two diverse fluids but no exact quantitative
data of Bao et al. suggehtas almost linear withg, but the best prtla_idlctlon ll)s po('js.s[ble W'tr;outt. the ?Tra]\nnel (iilmtgnsmn;. d
values of AT+ and §, predict nonlinear behavior. The model er?f.el' thy ]uﬂICICiEES Ife ecséon ?h e nuc ez |c|>r_1 rablgﬁtand
predictions would become more linear; i.e., show less curvaturtg,e_ initiat thin Tiim thicknésso,, theé néw moadel IS able 1o de-
for relatively larger film thickness and effective superheat: hovecribe all the experimental trends in the heat transfer coefficient
ever, the model would under-predict heat transfer coefficients f¢"SUS™. X, q, andP for four different fluids, both qualitatively
such linear behavior. Viewing the data of Bao et al. through tf"d to some extent quantitatively for evaporation in the elongated

framework of the new model, suggests thicker films and smallgkbble flow regime. As the nucleation radius is a function of the
critical radii than predicted by the model. microgeometry of the surface, and its prediction is still an unre-

solved problem in nucleation theory, its value cannot be predicted

We are indebted to Prof. B. S. Haynes for providing his data through privaénalytlca”y and must be assumed to determiits (or visa
communication with JRT. versa).
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Conclusion
A new heat transfer model for evaporation in the elongated-

bubble flow regime in microchannels has been proposed. The

model is based on a simplified view of the fluid mechanics, with

the hypothesis that thin-film evaporation is the dominant heat
transfer mechanism. The new model requires a numerical solution
to a nonlinear algebraic-differential-equation set. It also requires
knowledge of two parameters: namely the effective nucleation

A

temperature difference
film thickness

void fraction

latent heat of evaporation
dynamic viscosity

mass density

= surface tension

= sweeping period

9 3T >m o,

superheator the critical nucleation radiisand the initial film Subscripts

thickness A T¢t and 8,,). It may be possible to make estimates of
ATeq throughr i, using microscopy to characterize the micro-
channel surface. This approach might then be extended to accou
for contact-angle and cavity size distribution effects on micro-
channel heat transfer. The work of Moriyama and Infil&] sug-
gests estimation o6, might also be possible; however, further
work on flow, thermal, and geometrical effects on the film thick-

ness is needed for complete closure of the model. Some data

suggest the model underestimatgsand AT, but simply treat- R

crit = critical radius at nucleation
eff = effective
nt | = liquid
P = pair
V = vapor
min = minimum
sat = saturation
eferences

ing them as free parameters allows the model to serve as a Pres; ghannon, M. A, Philpott, M. L., Miller, N. R., Bullard, C. W., Beebe, D. J.,

dictive tool as herein demonstrated.
At this point, the importance of this model rests in its ability to

demonstrate that recent data for two-phase heat transfer in micro-
channels can be explained with a thin-film evaporation mecha-

nism as opposed to prior interpretations that conventional macroj
scale nucleate boiling is important. In its current form, this model
of evaporation in the elongated-bubble flow regime predicts all
trends in the microchannel heat transfer coefficient, both—t
some extent—qualitatively and quantitatively; however, the model
requires the judicious selection of the nucleation radiys and

the initial thin film thicknesss, .
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Nomenclature

cp. = specific heat of the liquid
D = tube diameter
d,, = hydraulic diameter
h = flow boiling heat transfer coefficient
Ja = Jakob numberp C, AT /(pyN)
k., = thermal conductivity of the liquid
L = length
m = mass flux
P, = saturation pressure
g = heat flux
R = tube radius
Rg = liquid Reynolds numbemD/u
r = bubble radius during initial growth phase
s = distance down tube axis
t = time
T = temperature
U = liquid-slug/vapor-bubble pair velocity
X = vapor quality

Greek Symbols
a = thermal diffusivity
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Heat Transfer Coefficients During
Condensation of the Zeotropic
Refrigerant Mixture
HCFC-22/HCFC-142b

Heat transfer coefficients during condensation of zeotropic refrigerant mixtures were
obtained at mass fractions of 90 percent/10 percent, 80 percent/20 percent, 70 percent/30
percent, 60 percent/40 percent, and 50 percent/50 percent for HCFC-22/HCFC-142b and
for pure HCFC-22 in a horizontal smooth tube at a high saturation pressure of 2.43 MPa.
The measurements were taken in a series of eight 8.11 mm inner diameter smooth tubes
with lengths of 1 603 mm. At low mass fluxes, from 40 kgytm 350 kg/rfs where the

flow regime is predominately stratified wavy, the refrigerant mass fraction influenced the
heat transfer coefficient by up to a factor of two, decreasing as the mass fraction of
HCFC-142b is increased. At high mass fluxes of 350 kg/amd more, the flow regime

was predominately annular and the heat transfer coefficients were not strongly influenced
by the refrigerant mass fraction, decreasing only by 7 percent as the refrigerant mass
fraction changed from 100 percent HCFC-22 to 50 percent/50 percent HCFC-22/HCFC-
142b. The results also indicated that of three methods tested to predict heat transfer
coefficients, the flow pattern correlation of Dobson and Chato (1998) gave the best results
for pure HCFC-22 and for the mixtures utilizing the Silver-Bell-Ghaly method (1964).
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Keywords: Condensation, Convection, Experimental, Heat Transfer, Two-Phase

Introduction (CCIF,CH,3) could be used to obtain higher temperatures. A hot-
. . . . water outlet temperature of 120°C is possible if only HCFC-142b
_Hot-\_/vater _heat_ pumps are especially used in countries W'thisa?used. The disadvantage of using only HCFC-142b is that its
mlld chmaﬁe in winter, that have no natur_al gas and where_ eleﬁéating capacity is 15 percent lower and its heating CEffi-
trical heating is usually used for the heating of water. Heating @fent of performanceis 7 percent lower when compared to
water with heat pumps is extremely energy-efficient. Savings BfCFC-22. Furthermore, it is flammable, but the flammability is
approximately 67 percent can be realized, compared to heatihecreased by adding HCFC-22. A mixture of 60 percent HCFC-22
with direct electrical resistance heatefi3,4]. Hot-water heat with 40 percent HCFC-142b to 80 percent HCFC-22 with 20 per-
pumps are vapor compression cycles, which use water-coof@nt HCFC-142b by mass, is recommended. With these mix-
condensers for the heating of hot water. The most widely usg€s the heating capacities are about the same as just HCFC-22,

: g : ] ; ut its COP is increased while hot-water temperatures of 886C
refrigerant for hot-water heat pumps is HCFC-22 (CHZIith ercent/20 percent HCFC-22/HCFC-14ab 90°C (60 percent/

which a maximum hot-water temperature of 60°C to 65°C is POgn percent HCFC-22/HCFC-14Rban be achieved. Mixtures of
sible with approximately the same condensing temperatures. THEFC-22 with HCFC-142b form zeotropic mixtures with

is possible by making use of the refrigerant’s superheat, which cglides of 7°C and 5°C for 60 percent and 80 percent HCFC-22
be 60°C because the compressor discharge temperature is apprespectively.

mately 120°C. The maximum condensation temperature of ap-Literature searches by Snfit], Kebonte[8] and Bukasd9]
proximately 60°C is limited by the maximum safe operating preshowed that apparently no literature on detailed heat transfer co-
sure of available compressors. The compressors in winter haveefficients for the recommended mass fractions of HCFC-22 with
run with evaporating temperatures of approximately 0°C and le$3CFC-142b at a condensing temperatures of 60°C or rfume-
Under these conditions, the pressure ratio over the compresg8psing pressure of 2.43 MPhas been published yet. In addi-
will be approximate|y 49. This is approximately the maximurﬁ|0'n, it seems as |f no deta”ed Condensa“On data. .eXISt fOI’ the
safe limit for small hermetically sealed compressors used in hgixture of HCFC-22/HCFC-142b. Meyer et 10] published an
water heat pumps that will guarantee acceptable loads on the bé4ficle on average condensation coefficients at this high condens-
ings. In addition, at too high condensing temperatures the coffig temperature but in the annulus of coiled tube-in-tube heat
pressor discharge temperature will be too high, which will lead @¢changers. Shizuya et @l1] published an article on heat trans-
decomposition of the lubricating oil. fer coefficients but only for a mixture of HCFC-22 with HCFC-

Although hot-water temperatures of 60°C to 65°C are adequak82P at a mass fraction of 50 percent HCFC-22 and 50 percent
for domestic use, they are low when compared to temperatuﬂé@FC‘MZb- ] ) _
that can be delivered by fossil fuel and direct electric resistanceFOr other refrigerant mixtures, several studies have been per-
systems. This limits the potential applications of hot-water hef@'med for condensation inside horizontal plain tubes to obtain
pumps. Smit and Meyef5] as well as Johannsei6] showed quasi-local heat transfer coefficients, i.e., sectional average values

analytically that a zeotropic mixture of HCFC-22 and HCFC-1428Ver vapor quality changes of about 0.1 like those obtained here.
Mochizuki et al. [12] obtained experimental results for three

R-113/R-11 mixtures plus those of the two pure components.
fDobson et al[13] reported condensing data for a mixture of 60
percent R-32/40 percent R-125, which is a near azeotropic mix-
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Table 1 Thermodynamic properties at different mass fractions of HCFC-22 /HCFC-142b mixtures at a
saturation pressure of 2.43 MPa

Mass fraction HCFC-22 [%] 100 90 80 70 60 50

T [°C] 60 63.23 66.64 70.53 74.64 79.10
T, [°C] 60 65.72 71.07 76.13 80.97 85.64
Temperature glide [°C] 0 2.49 443 5.60 6.33 6.54

T, [°C] 96.15 100.95 105.75 110.35 114.75 119.05
P, [MPa] 4.990 5.0 4.988 4.954 4.899 4.822
p/[kg/m3] 1030 1013 995.6 977.7 959.5 940.8
Pg [kg/m’] 111.6 110.8 110.7 111.0 111.8 112.9
Ky {uPas] 107.6 107.2 106.5 105.5 104.2 102.6
Mg [1Pa.s] 14.97 14.94 14.88 14.81 14.73 14.65
ir [K/kg] 139.9 141.3 142.0 1419 141.2 139.7
cpr[Kl/kg K] 1.539 1.548 1.561 1.578 1.598 1.624
cpg [kJ/kg K] 1.287 1.287 1.302 1.327 1.358 1.399
ke [W/m. K] 0.06763  0.06641 0.06516  0.06389  0.06258  0.06125
ke [W/m K] 0.01636  0.01708 0.01767 0.01833  0.01904  0.01982
o [N/m] 0.00351  0.00367 0.00377 0.00382  0.00380  0.00372

ture. Shao and Grannfd4,15]measured condensing heat transfer The test-condenser consisted of eight separate coaxial double-
data for the three-component mixture R-407C and the near azéabe condensers in series labeked, C, up to N, wherdN=38, as
tropic mixture R-404A and made comparison tests with HCFC-Zhown in Fig. 1. The inner tube of each test section was a hard-
and R-502, respectively, for a test facility with 10 consecutivdrawn refrigeration copper tube with an inner diameter of 8.11
subsections attached in series. For the R-407C comparison witim and an outer diameter of 9.53 mi®8 inch). The thermal
HCFC-22, they found only a minor effect of the mixture at higltonductivity of the tubes was 339 W/m.K. Spacers were used
mass velocities but a significant decrease with respect halfway in each test section to keep the inner tubes from sagging.
HCFC-22 at mass velocities lower than 250 kégnichida et al. The heat transfer length of each section was 1603 mm and the
[16] measured condensing coefficients for a 30 percent R-32/@3tance between pressure drop measuring points 1400 mm. The
percent R-125/60 percent R-134a mixture. Chitti and Anidil  outer tube was also a hard-drawn copper tube with an inner diam-
reported results for R-32 and R-32/R-125 mixtures. None of thesger of 17.27 mm and an outer diameter of 19.05 (3# in.).
studies compared their data to a prediction method that accoungight-glasses were installed between all the test sections to visu-
for mass transfer effects of the mixture. More recently, Thomglly observe the refrigerant flow pattern. All test sections were
[18] has presented a state-of-the-art review on the subject of cefell insulated with 13 mm of armoflex inside a 50 mm glass wool
densation, including condensation of refrigerant mixtures. box to minimize heat leakage. A by-pass line was connected par-

The first objective of this work was to determine the heat transflel to the test-condenser to control the refrigerant mass flow
fer coefficients of the zeotropic mixture HCFC-22 with HCFCthrough the test sections. A water-cooled after-condenser was used
142b at the following mass fractions: 90 percent/10 percent, & ensure that only liquid refrigerant enters a coriolis mass flow
percent/20 percent, 70 percent/30 percent, 60 percent/40 pergRster, whose accuracy i50.1 percent of the reading. The sight-
and 50 percent/50 percent. The heat transfer coefficients are gesses before and after the coriolis flow meter were to ensure that
termined at a condensing saturation pressure of 2.43 MPaghly liquid flows through it. A filter drier followed and then a
smooth straight tubes. At this pressure the dew point temperatyignd-controlled expansion valve for controlling the evaporating
for condensation will vary between 601€00 percent HCFC-22 temperature. A water-heated evaporator and a suction accumulator
and 86°C(50 percent HCFC-22The second objective was to usepn the low-pressure side complete the refrigerant loop.
the measured heat transfer coefficients in this study to ev_aluaterwo main water loops were used, one flowing through the con-
some of the commonly used local heat transfer methods for intuensing side and one flowing through the evaporating side. On the
condensation. condensing side the water was kept constant at a temperature of

The characteristics of HCFC-22 and the HCFC'ZZ/HCFC'14Z§5°C to 85°C (depending on the experiments Conduq;t"nj a
mixtures considered are calculated using REFPRSand are 1,000 liter insulated storage tank connected to a 15 kW chiller.
given in Table 1. The water flow rate through the test sections could be controlled
with a hand-controlled valve. The flow rate of the water through
- the test sections was measured with a coriolis mass flowmeter
Test Facility with an error of=0.2 percent of the reading. A similar flow loop

A test facility was specifically constructed to measure in-tubsas used on the evaporating side, also with an insulated 1,000
condensation of pure refrigerants and refrigerant mixtures. Thter storage tank but connected to a 20 kW electric resistance
overall test facility is shown in Fig. 1. It was a vapor compressioheater. This water was also kept constant at a temperature of 8°C
refrigeration and/or heat pump system. The compressor was a her30°C, depending on the experiments conducted. By increasing
metically sealed, reciprocating type with a nominal power ratingr decreasing the temperature of the water through the evaporator,
of 10 kW. An oil separator was connected parallel to the comprethe refrigerant density at the compressor inlet and thus refrigerant
sor with a by-pass line. By manually controlling the flow througimass flow could also be changed. The water temperatures in both
the by-pass line and through the oil separator the oil mass fractimops could be thermostatically controlled at a constant tempera-
in the refrigerant could be controlled. Refrigerant liquid samplesire with an error of=1°C. As the storage capacities of the two
were taken downstream of the after-condenser and analyzed tmks were relatively large, the source and sink temperatures were
oil mass fraction according to the ANSI/ASHRAE 412D]stan- very stable which helped in quickly obtaining steady state condi-
dard. For this study, full use was made of the oil separator atidns during experiments.
only results of oil mass fractions less than 0.01 percent were usedTemperatures were measured with resistance temperature de-
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Fig. 1 Schematic of test facility

vices (RTDs) calibrated to measure temperature differences withaining water moisture in the inner tube from the Wilson plot
errors less thar:0.1°C. Temperatures were measured at the locaxperiments before the experiments in this study were conducted.
tions shown in Fig. 1. At each of these locations, three RTDs wefée modified Wilson plots gave the leading constants and Rey-
located at the top, sides and bottom of the tube to take care of amlds number exponents for the Dittus-Boelter correlation for the
circumferential temperature variation. The average temperaturete$t channel annuli allowing the waterside coefficients to be cal-
the three values was used; with the side RTD weighted double,@gated during the condensation tests.

the average temperature measurement. Absolute pressures on th - . .
high-presgure sicl;)e were measured with a 160 mrl?l dial press ré—Feat Transfer Coefficient. In each of the eight test sections,
gauge with a range of 0 to 2,500 kPa. The gauge was calibratedtf mean sectional condensing heat transfer coefficient is deter-
an error of+5 kPa. Pressure drops were measured with a diffdfin€d for a change in vapor quality of about 0.1, based on the
ential pressure transducer with a range of 0 to 60 kPa, calibra}Q!Ft. and outlet conditions of th? particular section. Assuming no
to an error of+0.05 percent of the reading. For smaller pressuf@uling. the heat transfer coefficient for a section is obtained from
drops, another differential pressure transducer, connected pardii€l definition of the overall heat transfer coefficient:

to the first, was used with a range of 0 to 10 kPa. It was also 1

calibrated to an errot=0.05 percent of the reading. h;=

1 AINRy/R) 1A @

U, 2mkL hy/ Ay

Data Reduction

Annulus Heat Transfer Coefficient. Before the test con- Whereh, is the waterside coefficient determined from the modi-
denser was connected to the experimental set-up shown in Figfigd Wilson plot method. The conduction resistance term was
the annulus heat transfer coefficient of each section was deté@ken into consideration in E{l), although the term is very small
mined individually in a water-to-water configuration. The annuluk comparison with the two convective resistance terms. The over-
heat transfer coefficient was determined by using the modifi@ heat transfer coefficient was calculated from the sensible heat
Wilson plot techniqud21]. For each test section at least 20 dat@i@in of the water and the logarithmic mean temperature difference
points were used, all with an energy balance error of less #tan as follows
percent(the average heat duty between the inside heat duty and .
outside heat duty was used as the refergrBefore the test con- Quw

denser was connected into the experimental set-up it was dried UO_AOATLMTD @
with high flows of nitrogen and evacuated several times to a pres-

sure of less than 6 Pa. Once connected and charged with HCF@ere

22, it was operated for 14 days during which time the refrigerant . .

charge and filter drier were changed twice, to eliminate any re- Quw=MuCpw(Tw,out™ Tw,in) 3)
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The logarithmic temperature difference from the four terminal 5000
temperatures was calculated for the section as

& Muzzio et al. [22]
(Tr,in™ Tw,oud — (Tt out™ Tw,in) 4000 | A Eckels & Unruh [23)

4
ln[(Tr,in_Tw,out)/(Tr,out_ Tw,in)] ( ) 0 Present study

AT wrp=

1

Quality. In the first test sectionQ,, was equated to the re-
frigerant enthalpy change to obtain the outlet enthalpljich is
also the inlet enthalpy for the next test section as it is assumed th:
no heat losses occur through the insulation, so that

Q
hou= + i 5)

' 1000
whereh;, is the refrigerant inlet enthalpy for the first or second
test-section obtained from a refrigerant databgl®| using its
inlet pressure and temperature as the inlet enthalpy was usually i 0 : :
the superheat region. Usually the outlet of the second test sectic
was in the two-phase region. Then the outlet enthalpy of the sec 0 100 200 3190 400
ond test section was used in E§) in the place oh,,. The inlet Mass flux [kg/m’.s]
and outlet enthalpies of each test section as well as the enthalpies
of saturated vapor and liquid were used to determine the inlet aiid. 2 Comparison to other literature of measured average

outlet qualities. Hence, the local vapor quality is heat transfer coefficients of HCFC-22 at condensing tempera-
tures of 35°C and 40°C
h—hy

~ hg—hy ©)

The average between the inlet and outlet qualities of each té¢ differences are as high as 18 percent. Under the test condi-
section was used to determine the average refrigerant qualityt@ns. the mass flux increased by about 6.9 times, while the heat
the test section. For the mixtures, REFPRIB] was used to transfer coefficient only increased by about 2.1 times. Since pre-
calculate the enthalpy change of the particular mixture along teéction methods typically utilize Ne f(Re®), this shows the
dewpoint temperature curve in the above calculations. additional importance of flow regime transition over the mass

. ) .  flux range.

Experimental Uncertainty. A propagation of error analysis  Figure 3 shows the heat transfer coefficients for condensation at
[22] was performed to determine the uncertainty in the measurgdnass flux of 300 kg/fs. The results obtained at condensation
heat transfer coefficients. Using this method, the uncertainty f@¥mperatures of 40°C and 60°C are shown. The results at 40°C
the heat transfer coefficients was found to range from a lowf \yere compared to those of Eckels and Unfa#] (also shown
percent at the highest heat flux to a high-020 percent at the in the plot), which were also obtained at 40°C. The uncertainty
lowest heat flux. Uncertainties in the average heat transfer ggr the heat transfer coefficients of Eckels and Unruh ranged be-
efficients obtained from the sectional heat transfer coefficientgeen +4 percent at the highest heat flux #27 percent at the
ranged from=7 percent to+13 percent over the mass flux rangqowest heat flux. The heat transfer coefficients of the present study

m2.K
w
(=]
(=]
o
Q

o

HTC W/
8
g
®
.P
a
®
o

1 M i 1

X

investigated. were larger than those of Eckels and Unifi#] by 7 percent
) on average, with a maximum error of 20 percent at a quality of
Experimental Results 80 percent.

It can also be concluded that the heat transfer coefficients are
temperature dependent, as the heat transfer coefficients decrease
ngth an increase in temperature from 40°C to 60°C. On average,

Verification of the Experimental Procedure and HCFC-22
Results. To verify the experimental procedure, comparison
were drawn from the literature as shown in Figs. 2 and 3. Figu
2 shows the average heat transfer coeffic{efitC) for HCFC-22.
The heat transfer coefficients were integrated along the total
length of the condenser using the trapezoidal rule to obtain the 6000
integrated average heat transfer coefficient. a Eckels & Unruh [23] (40 deg. C)

Results were obtained over a mass flux range of 58 to 40C  gy00 [ pesent stud (40 deg. C)
kg/ns at saturation temperatures of 35°C and 40°C. The averag y 9:
inlet quality was 85 percent and the average exiting quality was g © Present study (60 deg. C)
10 percent. Over this small increase in saturation temperaturg: 4000 1 o,
from 35°C to 40°C a negligible difference in heat transfer coeffi- £ % AL
cients was found. Also shown are the results obtained by Muzzicé 3000 - °
et al.[23] at a saturation temperature of 35°C with a similar tube. A
The average heat transfer coefficients of Muzzio et al. were deter¢y A A UAO 4
mined by averaging the subsections of their test section. Resull":': 2000 1 a G*A g @
obtained in an 8.0 mm test tulgsimilar to the 8.11 mm used here) OC" oo
by Eckels and Unruh24]are also shown at 40°C. They have used 1000 -
a single tube-in-tube test section with a length of 3.66 m and
determined the average heat transfer coefficients wit{ BqThe
overall heat transfer coefficient was determined from measure ' ' ’
ments of the logarithmic mean temperature difference and the he 0 02 04 0.6 08 1
transfer from the refrigerant to the water in the annulus. The Quality
agreement between the average heat transfer coefficients mea-
sured by Muzzio et al[23] and Eckels and Unruf24]to those Frig. 3 comparison of sectional heat transfer coefficients of
recorded during this study is within 7 percent for mass fluxa$CrFc-22 at temperatures of 40°C and 60°C at a mass flux of
higher than approximately 150 kg#m At the lowest mass fluxes, 300 kg/m 2s
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Fig. 4 Heat transfer coefficients at a mass flux of 100 kg

/m?s

(stratified-wavy flow ) at different mass fractions of HCFC-22 /

HCFC-142b

Fig. 6 Heat transfer coefficients at a mass flux of 600 kg
(annular flow) at different mass fractions of HCFC-22 /HCFC-

/m?3s

42b

the heat transfer coefficients at 60°C are 16 percent lower thgi§nts are given as function of quality and in Fig. 7 the average

those at 40°C. The maximum difference is 25 percent and occ
where the flow regime changes from annular to stratified-wavﬂ:/

heat transfer coefficients are given as function of mass flux. In

igs. 4 to 6 the mass fluxes were 100, 300, and 600 IFsg/’tﬁhese

The transition in the flow regime was between quality values §fass fluxes correspond to the flow regimes observed in the sight
0.63 and 0.71, based on observations in the sight glasses. ~ 9lasses between test sections, namely stratified wavy, mixed and

By calculating the Nusselt numbers of the heat transfer coeffinnular flow regimes. The results were obtained for different mass
cients in Fig. 3, the effect of the temperature influence on trfiixes from 100 percent HCFC-22, decreasing in steps of 10 per-
liquid thermal conductivity can be taken into consideration, whic&ent to 50 percent/50 percent HCFC-22/HCFC-142b. The general
decreases by 12 percent from 40°C to 60°C. An excellent agré*@_nclusmn drawn from Figs. 4 to 6, is that at low mass fluxes

ment was found between the Nusselt numbers with an averd@éd: 4) the heat transfer coefficients are more dependent on the
error of less than 3 percent, and a maximum error of 10 perceftass fraction of HCFC-22/HCFC-142b, than at higher mass

Again, the maximum error occurs where the flow regime changféxes (Fig. 6).

from annular to stratified-wavy.
Results for HCFC-22HCFC-142b Mixtures

4000

In Fig. 4 the heat transfer coefficients for stratified-wavy flow
decreased by 33 percent on average from pure HCFC-22 to 50

The results percent/50 percent HCFC-22/HCFC-142b. In Fig. 5, the flow re-
obtained for different mixtures of HCFC-22 with HCFC-142b argjime changes from wavy annular to wavy in the direction of flow.
shown in Figs. 4 to 7. All the results are for a saturation pressu¢hile the flow is annulafquality >0.7), the heat transfer coeffi-

of 2.43 MPa. The dew and bubble point temperatures at this presents are not strongly dependent on the refrigerant composition.
sure are given in Table 1. In Figs. 4 to 6, the heat transfer coeffihe decrease in heat transfer coefficients from 100 percent

A 100%)
0 90%
0 80%
X 70%
® 60%
A 50% A

3000

2000 -

HTC W/m2.K]

1000

0 -

0.4 0.6
Quality

0 0.2

Fig. 5 Heat transfer coefficients at a mass flux of 300 kg

(mixed flow) at different mass fractions of HCFC-22

Journal of Heat Transfer

T

0.8 1

/m?s
/HCFC-142b

HCFC-22 to 50 percent/50 percent HCFC-22/HCFC-142b is on
average approximately 7 percent. However, while in the process
of changing from annular to wavy, and while in the wavy flow
regime (quality <0.5) the heat transfer coefficients are more de-
pendent on the refrigerant composition. In the wavy regime the
heat transfer coefficients decrease on average by approximately 25
percent with respect to pure HCFC-22 for 50 percent/50 percent
HCFC-22/HCFC-142b. The estimated change in flow regime from
an annular regime to a wavy regime is at qualities between 0.58 to
0.64 for 100 percent HCFC-22 and decreases to between 0.63 and
0.73 for 50 percent/50 percent HCFC-22/HCFC-142b. The gen-
eral trend is that if HCFC-142b is added to HCFC-22, transition
from the annular regime to wavy regime happens sooner as the
mass fraction of HCFC-142b increases. The larger adverse effect
on heat transfer observed for the mixtures as the lower mass ve-
locities is in line with that expected from the Silver-Bell-Ghaly
method(presented in the next sectiosince the vapor heat trans-

fer coefficienth, decreases with decreasing flow rate.

At higher mass fluxe§.e., 500 kg/ms and morethe flow was
visually observed to be predominately annular. The heat transfer
coefficients were also not strongly influenced by the refrigerant
mass fraction, as can be observed for the mass flux of 600°&g/m
shown in Fig. 6. The average decrease in heat transfer coefficients
was only 7 percent with respect to pure HCFC-22 for 50
percent/50 percent HCFC-22/HCFC-142b.
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fer coefficients for the tests are determined with an area weighted
average. Figure 8 compares the measured average heat transfer
coefficient and the average of the sectional heat transfer coeffi-
cients for HCFC-22. The agreement is good as the average error is
4 percent and the maximum error is 7 percent.

Comparison With Correlations

The average and sectional heat transfer coefficients were com-
pared to several leading correlations for in-tube condensation.
Comparisons were drawn for both HCFC-22 as well as the mix-
tures, although the original correlations were developed for only
single component refrigerants such as HCFC-22. For the mixtures,
the Silver-Bell-Ghaly method2] was used for the mass transfer
correction.

Comparisons for HCFC-22. Figure 9 shows the deviation
from the experimental data for average and sectional two-phase
heat transfer coefficients that was predicted using the $2&h
correlation with the experimental data. The Shah correlation is
described as

Fig. 7 Average heat transfer coefficients at a condensing tem-

perature of 60°C at different mass fractions of HCFC-22  /HCFC- 8 3.8X7§1—x)00
142b Nu=0.023 R¢®Pr> (1—x)*%+ —w | ™
r
e The percentage deviations were calculated as follows:
& 6000 - %
o~ 2
7 b4 -
i &' 6000 | *5%,.7
o 4000 j t G (kg/r?s) ~
- LK g i
T A A 200 E. L%
b % 300 4000 - g G (kg/n?s)
5 2000 0400 =
2 , A 500 T A A 200
o # m 600 b4 * 300
= 0 700 3 2000 o Zgg
# A
0 ' ' ' > u 600
0 2000 4000 6000 = o 700
Average of local HTC Im2. 0 ' ' '
9 w Kl 0 2000 4000 6000
Fig. 8 Comparison of average heat transfer coefficients (mea- . 2
sured from LMTD method ) with average of heat transfer coeffi- Predicted HTC [W/m*.K]
cients for HCFC-22 (@)
80
In Fig. 7 the average heat transfer coefficients are given as ¢
function of mass flux. For each refrigerant mass fraction, heat 60 1 oo
transfer coefficients were measured at mass fluxes of 40 to 77¢ 40 | (<]
kg/n?s at an average saturation pressure of 2.43 MPa. The aver =2 ° o %, .
age inlet quality was 85 percent and the average exiting quality i 20 4 Q0 ;E * @ .‘ *
was 10 percent. At mass fluxes from 40 to 350 kignthe refrig- c E = ‘; * A a
erant mass fraction influences the average heat transfer coefficier .g 0 - * A ’A T M g
by up to 100 percent. The heat transfer coefficients decrease if thi @ L a
mass fraction of HCFC-22 is decreased. At mass fluxes highet g -20 1 X
than 350 kg/rfs, the heat transfer coefficients are not strongly -40
influenced by mass fraction. Again, as with HCFC-22 at a satura- G (kg/mPs)
tion temperature of 40°C, the results indicate that the average hee -60 | [A 200 + 300 O 400 © 500 X 600 W 700 \
transfer coefficients were slightly influenced by mass flux. Under
the test conditions, the mass flux increased by about 1,300 per -80 . — T ’
cent, while the heat transfer coefficient only increased by about 0 02 0.4 0.6 0.8 1
380 percent. This illustrates the adverse effect of mass transfer ol
the condensation process together with the influence of flow pat- Quality

tern transition mentioned earlier.

As a final check on the accuracy of the measurement technique,
a comparison was made of the average of the heat transfer c
ficients for each data set and the measured average heat tra

- 9 Deviations for
&f transfer coefficients between measurements and the Shah

(b)

(a) average and (b) sectional HCFC-22

coefficient determined from Eql). The average of the heat trans{25] correlation
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Figure 9(a)shows that a good agreement exists between the © ,’ + 300

measurements and the correlation of Shah. The average deviatio § 500 | O 400

is 5 percent and the maximum deviation is 11 percent. At the @ -~ A 500

lower mass fluxes, the average heat transfer coefficients are ove g P m 600

predicted by the Shah correlation. When the flow regime is pre- © 700

dominantly annular, at the higher mass fluxes, the agreement be 0 . . ;

tween measurements and the Shah correlation improves. 0 2000 4000 6000
In Fig. 9(b) the deviations between the sectional heat transfer

coefficients and the Shdl25] correlation are shown. In general, Predicted HTC [W/mZ.K]

the deviations increase as the mass flux increase, up to a mass flu

of 500 kgfs. In addition, the heat transfer coefficients show an (@

autocorrelation with quality at these mass fluxes. At higher mass

fluxes the deviations are very small. The Shah correlation, over 80

predicts for qualities less than 55 percent and under predicts for

the larger qualities. The largest deviations occur at refrigerant 60 -

qualities less than 70 percent. At higher qualities, the deviations

are less than 10 percent. It can therefore be concluded that for 40 1

predominantly annular flow regime, the Shah correlation predicts

the heat transfer coefficients very well. As the flow regime

changes to more wavy in nature, the predictions are less accurate
In Fig. 10(a)the average measured heat transfer coefficients are

compared to predictions by Cavallini and Zecch2®] for their

annular flow method, given by

Deviation=100
Nexp

and the average deviation was

> abs(deviations)
number of measurements

Average deviatior

9)

HTC [W/m?2

(o]

(o]
o]

20 1

o
oD ol &b S
o
L 4
‘e

o
’0

X b
> ,oo
D;.
[ &
.
[
[

Deviation [ %]
o

-40
_ 8p,0.33 G (kg/n?s)

Nu=0.05 Réq Plf) (10) -60 1 ‘A 200 ¢ 300 O 400 o 500 x 600 m 700 '
The average deviation from the measurements is 10 percent, an 80 ' . _ .
the maximum error is 18 percent. In general, all the values are 0 0.2 0.4 0.6 08 1
overpredicted, especially at mass fluxes from 300 to 500 fgy/m ) ) ’ ’

The sectional deviations from the Cavallini and Zeccff6] Quality

correlation are shown in Fig. 10). The same tendencies exist as
with the Shah correlation, except that the errors are generally (b)

larger and the predictions of the heat transfer coefficients are u%lilg- 10 Deviations for (a) average and (b) sectional HCFC-22

f’.‘”y higher. In addition, as with the Shah Cor.r.elation, the pred'?feat transfer coefficients between measurements and the Cav-
tions are very good at high refrigerant qualities where the flojini and zecchin [26] correlation

regime is predominantly annular. Similar comparisons were drawn
by Eckels and Unrul24], except that larger deviations were
found at high refrigeration qualities.

The Dobson and Chafd ] equation for annular flow is The angle subtended from the top of the tube to the stratified

liquid in stratified-weavy flowp, , is determined from the follow-
229 ing simplified equation of Jaster and Kos|&7], using the Zivi
Nu=0.023 R@*® Pr?‘{ 1+ g (11) [28]void fraction equation forx:

tt

X
arccos2a—1
and for stratified-wavy flow it is G=ml-———— (13)
0.23R43? [GaP|*% Due to the 1.376 inside the radical of EG.2), the correlation
Nu= 1+1-11>¢{58 Ja )zitloc\)/e matches the Dittus-Boelter single-phase correlation when
05 The comparison of average measurements with predictions

(12) made by the correlation of Dobson and Chitbis shown in Fig.
11(a). The average deviation is 5 percent, and the maximum de-
viation is 8 percent. In general the correlation of Dobson and

where for 0<Fr;<0.7, Chato predicted the average heat transfer coefficients better than

_ _ the correlations of Shaff5]and Cavallini and Zecchif26].
=4.172+5.38 Ff—1.564 F . .
€1 5.38 Fy—1.56 F Figure 11(b)shows that the Dobson and Chdfig correlation
=177 169 F predlcts the heat transfer_ goeff|C|ents .better than. the $Bah
C2 3-0.169Fy correlation and the Cavallini and Zecchi?6] correlation. All the
For Fr>0.7, deviations are within=20 percent. Approximately the same num-
ber of coefficients is overpredicted as underpredicted. In addition,
c,1=7.242 the deviations are not influenced by quality or mass flux. Hence,
the method seems to rightly capture the effect of flow pattern
c,=1.655 transition.

0 c
+o.0195< 1- —') RBP4 1.376+—=
m Xtt2

—_
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(b)

Fig. 11 Deviations for (a) average and (b) sectional HCFC-22
heat transfer coefficients between measurements and the Dob-
son and Chato [1] correlation

(b)

Fig. 12 Deviations for (a) average and (b) sectional HCFC-22 /
HCFC-142b (70 percent/30 percent by wt. ) heat transfer co-
efficients and the Shah [25] correlation with Silver-Bell-Ghaly
correction [2]

Comparisons for HCFC-22HCFC-142b Mixtures. Only

the results at a mass fraction of 70 percent/30 percent are showgrom the average heat transfer coefficients considered in Figs.
5|dered The Silver-Bell-Ghaly correction meth®] used is as tpe same as those Of pure HCEC-22. The only difference is that
follows: the errors for the mixture between measurements and predictions
1 1 7 increased by approximately 5 percent from those for pure HCFC-
] (14) 22. Most of the predictions are higher than the measurements. In
her h g addition, the correlation of Dobson and Ch4id gave the best
The condensation heat transfer coefficientvas obtained from results, followed by the correlation of ShaS] and then the
the relevant correlations in Equatiof®), (10), (11), or (12)and COIrelation of Cavallini and Zecchif26]. )
hg is the vapor heat transfer coefficient calculated from the Dittus- The same conclusion can also be drawn for the sectional heat
Boelter turbulent flow correlation using the vapor fraction of thggggfigfggmgﬁnéi :/%:eﬁzt(hbg éﬁfgeggg sli(fb;)))urzhgrgl:lz;tq%%s a
flow in calculating the vapor Reynolds number. The paraméjer
is the ratio of the sensible cooling of the vapor to the total COO|II’I%(a) 10a), and 12(a)knd the mixtures of HCFC-22/HCFC-142b
rate, which can be written as 12(b), 18), and 14(b)). Where all the deviations for pure
HCFC-22 were in a20 percent to+60 percent band, the devia-
tion band just shifted by-40 percent for the Shdl25] correlation
(Fig. 12(b)) and by +60 percent for the Cavallini and Zecchin
[26] correlation(Fig. 13(b)). The deviations from the Dobson and
dT4ew/dh is the slope of the dew point temperature curve witiChato correlation in Fig. 1#) show that all the deviations are
respect to the enthalpy of the mixture as it condenses as obtaiisedttered within—30 percent to+20 percent. For pure HCFC-22
from REFPROHR19]. these were withint20 percent.

d Tdew

Zy=XCpg dan

(15)
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b) Fig. 14 Deviations for (a) average and (b) sectional HCFC-22 /

HCFC-142b (70 percent/30 percent by wt. ) heat transfer coeffi-
cients and the Dobson and Chato [1] correlation with Silver-

Fig. 13 Deviations for (a) average and (b) sectional HCFC-22 / Bell-Ghaly correction  [2]

HCFC-142b (70 percent/30 percent by wt. ) heat transfer coeffi-
cients and the Cavallini and Zecchin [26] correlation with
Silver-Bell-Ghaly correction  [2]

measured over a mass flux range of 40 Kg/o 800 kg/ms. At
. each mass flux, heat transfer coefficients were determined over the
It can therefore be concluded that correlations developed fofij range of qualities. It was found in general that the heat trans-
pure refrigerants can also be used for the zeotropic refrigeragt coefficients decreased as the mass fraction of HCFC-142b was

mixtures considered in this study taking into account the Mmagsreased. At low mass fluxes. between 40 Kg/nand 350
transfer effect with the SiIver-BeII-GhaIy method. As with HCFC-k /TT'IZS the flow regime was obsérved to be predominately wavy.

22, the average heat transfer coefficients of the HCFC-22/HCF(y- this regime the average heat transfer coefficient decreased by

142b mixtures can be predicted better than the sectional h'ﬁﬁtto a third from pure HCFC-22 to 50 percent/50 percent HCFC-
transfer coefficients as function of quality. In addition, the deViaZZ/HCFC—142b. At high mass fluxes, of 350 kﬁfmmd more, the
tions between measurements and predictions for HCFC-22 ai&y regime was predominately annular and the heat transfer co-
smaller than those for the zeotropic refrigerant mixtures considsicients decreased only by approximately 7 percent when the
ered, as can be ex_pected_since the Silver-Bell-Ghaly method i-gCFC-142b mass fraction was increased to 50 percent.
nores the effect of interfacial roughness on the valuf Three correlations were compared to the heat transfer coeffi-
. cients measured. It was found that the average heat transfer coef-

Conclusion ficients could be predicted better than the heat transfer coefficients

This paper presents two-phase heat transfer coefficients for cas-a function of quality. For all heat transfer coefficients, it was
densation of HCFC-22 and five mixtures of HCFC-22/HCFCfound that the Dobson and Chaf] correlation gave the best
142b from 90 percent/10 percent to 50 percent/50 percent. Heareement between measurements and predictions. This correla-
transfer coefficients were determined in an 8.11 mm inner diartien was followed by the Shaf25] correlation and then by the
eter, horizontal smooth tube. Cavallini and Zecchirf26] correlation.

Heat transfer coefficients for HCFC-22 and the different masslIt has also been demonstrated that the Silver-Bell-Ghaly
fractions of HCFC-22/HCFC-142b as functions of quality wereorrection method works well over a broad range of mass veloci-
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ties from 200 kg/rﬁ.s to 700 kg/rﬁ.s, which covers the annular [7] Smit, F. J., 1996, “The Influence of a Non-Azeotropic Refrigerant Mixture on

and stratified wavy flow regimes based on sight glass observa- the Performance of a Hot-Water Heat Pump,” M.Eng dissertation, Rand Afri-
kaans University, Johannesburg, South Africa.

tions. [8] Kebonte, S. A., 1999, “Condensation Heat Transfer and Pressure Drop Coef-
ficients of R22/R142b in a Water Cooled Helically Coiled Tube-in-Tube Heat
Nomenclature Exchanger,” M.Eng. dissertation, Rand Afrikaans University, Johannesburg,
South Africa.
Fri = liquid Froude numbelelp,ng [9] Bukasa, J. M., 1999, “Average Boiling Heat Transfer and Pressure Drop Co-
G = mass flux efficients of R22/R142b in a Helically Coiled Water Heated Tube-in-Tube Heat
. Exchanger,” M.Eng. dissertation, Rand Afrikaans University, Johannesburg,
Ga = Galileo numbergp;(p,— pg)D*/puf South Africa.
Ja = liquid Jacob numbegy(Tsa— Ts)/hyg [10] Meyer, J. P., Bukasa, J. M., and Kebonte, S. A., 2000, “Average Boiling and
p, = reduced pressure Condensation Heat Transfer Coefficients of the Zeotropic Refrigerant Mixture
Pr = liquid Prandtl numbeGC|,lL| /K, fl'\;fzgg(zllz)brl)r:)alcgv;éaxlleélgTube—ln—Tube Heat Exchanger,” ASME J. Heat Trans-
Req = equivalent Reynolds number, Re, /w)(p /Pu)O'S [11] Shizuya, M., Itoh, M., and Hijikata, K., 1995, “Condensation of Nonazeotro-
+GD(1—x)/ pic Binary Refrigerant Mixtures Including HCFC-22 as a More Volatile Com-
Rq = Reyno|ds number assuming all mass f|0W|ng as ||q_ poner_n Inside a Horizontal Tube,"_ASME J. Heat Transf&7, pp. 538-543.
uid GD/,u [12] Mochizuki, S., Inoue, T., and Tominaga, M., 1990, “Condensation Heat Trans-
L fer of Nonazeotropic Binary Mixture$R113+R11)in a Horizontal Tube,”
Rg = superficial liquid Reynolds numbeGD (1 —x)/u, Heat Transfer-Jpn. Resl9(2), pp. 13-24.
Re, = superficial vapor Reynolds numb&Dx/u, [13] Dobson, M. K., et al., 1994, “Heat Transfer and Flow Regimes During Con-
Re,, = vapor only Reynolds numbeGD/ug densation in Horizontal Tubes,” ACRC Report TR-57, University of lllinais,

Champaign-Urbana.

Tf = bubble p0|nt temperature [14] Shao, W., and Granryd, E., 1995, “An Investigation of Flow Condensation of

Tg = dew point temperature . R22 and R407C in a Horizontal Smooth Tubétoc. 19th Int. Congr. of
U = overall heat transfer coefficient Refrig., The Hagueda, pp. 527-534.
)(lt = Lockhart Martinelli parameter, [15] Shao, W., and Granryd, E., 1995, “An Experimental Comparison of R502 and
0.5 0. _ 0.9 R404A in a Condensing TubeMeat Transfer in CondensatiprEurotherm
(pg/p)* A1/ 1g) (1 =2)/%) Seminar 47, Paris, Oct.g4—5, pp. 125-131.
a = void fraction . [16] Uchida, M., Itoh, M., Shikazano, N., and Kudoh, M., 1996, “Experimental
0, = angle subtended from the top of the tube to the liqui Study of the Heat Transfer Performance of a Zeotropic Refrigerant Mixture in
level Horizontal Tubes,”Proc. 1996 Int. Refrig Conf. at Purduduly 23-26, West
. Lafayette, IN, pp. 133-138.
SubSCFIptS [17] Chitti, M. S., and Anand, N. K., 1996, “Condensation Heat Transfer Inside
s Smooth Horizontal Tubes for R-22 and R-32/R-125 Mixtures,” International
¢ = Cl’ltlca_| Journal of HVAC&R Researcl®, pp. 79-101.
exp = experimental [18] Thome, J. R., 1998, “Condensation of Fluorocarbon and Other Refrigerants: A
i = inner or in-tube State-of-the-Art Review,” Air-Conditioning and Refrigeration Institu#RI)
LMTD = logarithmic mean temperature difference Report, Arlington, VA, October, Chap. 8.

[19] NIST, 1998, NIST Thermodynamic and Transport Properties of Refrigerants

0 = outer or annulus side and Refrigerant Mixtures Databad®EFPROP Ver. 6.01 National Institute

out = outlet of test section of Standards and Technology, Gaithersburg, MD.
pred = predicted [20] ANSI/ASHRAE 1996, “Standard Method for Measurement of Proportion of
r = refrigerant Lubricant in Liquid Refrigerant,” ASHRAE STANDARD 41.4, American So-
s = surface ciety of Heating, Refrigerating and Air-Conditioning Engineers, Atlanta, GA.
! [21] Briggs, D., and Young, E., 1969, “Modified Wilson Plot Technique for Ob-
sat = saturation taining Heat Transfer Correlations for Shell and Tube Heat Exchangers,”
w = water Chem. Eng. Prog., Symp. Se85(2), pp. 35-45.

[22] Kline, S., and McClintock, F., 1953, “Describing Uncertainties in Single-
Sample Experiments,” Mech. EngAm. Soc. Mech. Eng.)75, pp. 3-8.
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Ice Block Melting Into a Binary
Solution: Coupling of the
<o mers | INEEIfacial Equilibrium and the
ophie Mergui
~mwiessosst - Flow Structures

Sandrine Geoffroy
Melting of a vertical ice block in a cavity filled with an aqueous solution is studied

Christine Benard experimentally. Local interfacial temperatures and front velocities are measured allowing
for a quantitative study of the coupling of the fluid motion, thermal equilibrium and the
FAST-UMR CNRS 7608 local heat transfers at the melting front. It is found that the front equilibrium shift is
(Universities Paris VI and Paris XI), correlated to the classical parameter of the phase change process, that is the Stefan
Campus Universitaire-Batiment 502, number, while the local heat transfer at the interface is correlated to the parameters
91405 Orsay Cedex, France characterizing thermosolutal natural convection. Quantitative results about the time evo-

lution of the double-diffusive multi-layers structure in the fluid phase are obtained. The
formation of the first thermosolutal layer is analyzed with the help of numerical simula-

tions. It is found that the mechanism responsible for the onset of this layer is due to a well
known double-diffusive instability[DOI: 10.1115/1.15135772

Keywords: Double Diffusion, Experimental, Heat Transfer, Melting, Natural Convection

1 Introduction into an aqueous solution of sodium carbon@g. 1). The initial

state is out of equilibrium: the vertical block of pure ice is in

Therr.nosolutall nqtural conyec_tiop plays an imporFant .role 'thermal equilibrium with the aqueous solutigjust a few hun-
controlling the kinetics of solid-liquid phase-change in MIXtures ©in of a degree below zero Celgiusut mass transfer is im-

[_1—_2]._Indeed the velocity and the local eq_uilibrium of the solid eded by a thin metal sheet located at the interface. At the begin-
liquid interface are strongly coupled to the interface heat and m g of the experiment, the metal sheet is removed and the

transfer due to thermoso_lu_tfil c_onvection, through _the interf@f&nperature of the opposite wall is raised. A thermal cell is very
balance equations. In solidification processes, the time evoluti Uickly generated in the solution which produces a downward
of this coupling is a main issue which governs the front velocita]

X X ermal buoyancy force in the neighborhood of the front. Heat is
and t_he macro and micro segregation effects and then the hoMQssferred to the interface, which starts meltiffgg. 1(b)). An
geneity of the soli3-8]. i _ upward solutal buoyancy force, due to the melt of pure ice, is

A large number of experimental or numerical studies has begfeated along the front. The thermal and solutal forces are oppos-
deyo}gd to double-diffusive convection a;souated V\{lth melting Mg (negative buoyancy numbet) giving birth to an important
solidification. In the case of solidification, the existence of 8hear close to the front. The upward solutal force being stronger
mushy zone at the solid/liquid interface is a specific problem th@fan the thermal downward force €§N|<172 in our experi-
will not be considered here. In the context of melting, a series @fents), it removes part of the liquid from the thermal cell, and
fundamental experimental and theoretical studies is concern@ié up an upper zone on top of the thermal cell, with a weak
with the buoyancy-induced flows driven by combined thermal angbncentration mixturéFig. 1(c)). For this reason, the thermal cell
solute transport near a vertical melting ice surface in saline wategight would decrease regularly while a quiet upper zone would
[9-12]. For melting in cavity[13—-21], an analytical and experi- grow, until destabilization of this zone. In all our experiments,
mental study has been performiekB] focused upon the different destabilization takes place at the bottom of the upper stagnant
modes of double-diffusive convection arising from a horizontalone where a first vortex appears, closely followed by several
melting interface. In that configuration, a quantitative model ansthers, at the same horizontal level; those vortices will finally
scaling analyses of melting or dissolving driven by compositionaherge to create a wide rotating céflig. 1(d)and(e)). Depending
convection has been developidt—16]. When the phase changeon the parameters, this destabilization sequence would happen
interface is vertical, multicellular flow structures arise in the caweveral times, beginning always at the bottom of the quiet zone on
ity, that strongly affect the melting rafd 7—21. In this configu- top of the cells.
ration, the experimental studies are mainly qualitative. No quan-The purpose of this study is to understand the phenomena rul-
titative measurements are available concerning the transp@ these flow structures and their time behavior. Three phenom-
processes at the interface, excepf20] where the average heat€na play a leading role: shift of the local temperature and concen-
transfer along the melting front is evaluated. tration equilibrium at the frontPart 3); growth of the upper

In the previous works, the coupling of double diffusive convedhixing zone (Part 4); destabilization of the upper mixing zone
tion and the local interface equilibrium shift has not been an4Part 5). Preliminary results about the front average heat exchange

lyzed. Neither has the time evolution of the flow structure beedd velocity have been obtained in a previous Wa®|, based on
investigated. a first set of experiments with the same aqueous solution and a

In the configuration under study a block of pure ice is meltesimilar geometr!cal configuration. The interpretation of the gxperi-
mental results if20] relies on the boundary layer analysis for
Contributed by the Heat Transfer Division for publication in tf@BNAL OF thermosolutal natural convection along a fixed vertical plate per-

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 10, 2001formed by A. Bejan(22], whereknowntemperature and concen-
revision received May 6, 2002. Associate Editor: B. T. F. Chung. tration are imposed on thixed vertical wall. In the absence of
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Fig. 1 Development of the structure of the fluid phase: (a) initial state; (b) build up of the thermal cell and development of

an ascending solutal layer along the ice front; (c) growth of the upper low velocity and low concentration zone filled up by

the ascending flow along the ice front. The thermal cell remains at the initial concentration and its temperature field is
vertically stratified; (d) destabilization of the bottom part of the upper zone through a succession of corotating vortices; (e
the growing vortices merge into a wide horizontal rotating layer; and (f) the same destabilization process is reproduced
several times.

measurements of the interface temperatures, it was admittedthe bottom of the upper zone is explained by the weakness of the
[20] that the equilibrium temperature and concentration at thecal concentration gradient, the dimensionless expression of
phase-change interface were such thgt=0°C andC, ~0, an which is analyzed in relation with the results[@3]. The double
hypothesis that corresponds to the limit of high velocity meltingime scaling established in Part 4 and the rol&ain the stability
Thus in the liquid, the thickness of the strongly varying tempera-
ture, concentration and velocity layers close to the melting inte~
face were supposed scale by the dimensionless parameters g
by the fixed wall boundary layer analysis, for dominant soluta .
force. Moreover, the specific problem set by the negative buo stagnant zone | A

ancy ratioN, which creates a local zone of very strong she: i ilcm
stress, was not considered[i20].

In the present paper, accurate local temperature measurem
at the melting front allow to estimate the local shift of the fron
equilibrium (T_#0, C_#0), at different heights of the convective
cell and in the top stagnant mixing zone. It is shown in Part 3, th
this local shift of the front equilibrium can be related to the di
mensionless local heat and mass exchanges. The latter are sh
to be proportional and to both depend on the solutal Raylei
number Rg, confirming the partial result already found for the
average Nusselt if20], and putting forward a dimensionless char -
acteristic melting time,,,. The study of the growth of the upper (@ ®)
zone (Part 4)shows that, in the range of parameters scanned y_ 76 ray=1.7x 107, A =27,
our experiments, the flow structure and the kinetics of a meltir
process governed by double diffusive convection are globally co
trolled by two groups of dimensionless parameters: the melting
timet,, and the filling timetc . At a given dimensionless tintg,,  Fig. 2 Position and shape of the ice front are shown for two
the relative melted volumes are about the same for all experimefgeriments at a same melting characteristic time, ~ ,=0.63.
but the advancement of the upper zone filling process is not thae measured relative melted volumes are the same in both

. ; . - cases. These photographs show the weak velocity upper zone
same becausk: is not the saméFig. 2). Finally, in Part 5, we and the high velocity thermal cell  (exposure time =20 s). The

show that the d_esta_blllz_atlon Of the upper mixing zone Is due o gative volumes of the upper zone are very different in both
known double diffusive instabilitf23], with no observable role of ¢ases because the filling characteristic times ¢ are very differ-
the shear stress imposed by the thermal cell to the lower partepft. Destabilization takes place at the cold side (case (a)) or at
the mixing zone. The localization of the destabilizing vortices ale hot side (case (b)).

1. Ice wall

stagnant zone

| destabilization

. thermal cell

N=-9,Rar=38x 10", A=2.1,
" =4800s, tc =40.11. ' = 1446 5, tc = 1031,
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v from fluorescein spots in the ice when reached by the melting
Cold Exchanger front or by polycrystalline part!clesdlameterwso ,um,_densny
____________ Te ~1 kg/n?) added to the solutlon._For aI_I the experiments, the
/ development of the flow structure in the liquid phase is carefully
observed as well as the time evolution of the front position, al-
Y . lowing for the determination of the average and local melting rate.
% Ice temperature measurements are performed with thin NiCr-NiAl
- | thermocouplegaccuracy*0.1°C) that have been embedded in
several spots in the ice block during its preparation. Those mea-
surements, coupled with local accurate observations of the mov-
H=020m | ing interface(accuracy+0.2 mm), allow for the determination of
. Hi / instantaneous values of the local interface temperature.

A Me® The experimental procedure, illustrated in Fig. 1, has already
§* P=020m been described in the introduction. Three stages are observed dur-
A i \ ing the time evolution of the melting process. First, a short tran-
y > Sa sient regime allows for the thermal cell and the boundary layers to
_ N ICE build up. Then, a quasi-permanent regime is characterized by a
(FCLEIC?) L=0.10m (C=0 constant average front velocifg0]. A final stage starts when the
average front velocity weakens, fusion slowly decaying to the
advantage of dissolution. The present analysis is mainly con-
cerned with the quasi-permanent regime, presented in Parts 3 and
4 for the corresponding lapse of time in each experiment.

Hot Exchanger
Th

Fig. 3 Sketch of the experimental cell

of the mixing zone(Part 5)are the clues for understanding the 2.2 Characteristic Dimensionless Parameters. In the lig-

different flow structures that can be observed according to thiéd bulk, the flow is assumed to be laminar, incompressible, two-
parameter values. dimensional and the Boussinesq approximation is used. Thus, the

governing equations can be written in dimensionless form as:
2 Presentation of the Experiments V.-v=0 (2.1)

-

2.1 Experimental Setup. The experimental setup is similar I . . -
to the device presented [20]. Nevertheless, important improve- 5, H-Vjo=Pr V2~V P+Ra PO+N@)k (2.2)
ments have been made to closely control initial and boundary
conditions and to avoid disturbances during destabilization of the R
upper zone. Moreover, the flow visualizations technique has been (9_+U’V(9=A0 (2.3)
improved to allow for an accurate observation of the melting front T
position and of the destabilization process. a

The new experimental cellFig. 3) consists of a rectangular —+v-Vo=Le A¢p (2.4)
cavity (height H=0.20 m, widthL=0.10 m, depthP=0.20 m) ar
designed to generate a two-dimensional flow. The two facing V&fnere r=t* a/H?=Fo, 5=0*H,/a, §=(T—0°C)/AT, ¢=(C
tical walls are copper heat exchangers differentially heated at cang y,Ac.
stant and uniform temperatures controlled by two independentA'T:Ti,OoC andAC=C,—0 wt percent are the chosen ref-
thermal loops where a water-glycol mixture is circulated. TeMsrence temperature and concentration differences in the liquid.
perature measurements are performed using NiCr-NiAl thermo-Tnermosolutal convection is characterized by five dimension-
couples embedded at the inlets and outlets of each exchanger gid narameters: the Prandtl number Pr, the Lewis number Le, the
at six locations in the exchanger walls. In all experiments, the waflarmal Rayleigh number Ra the buoyancy ratidN (or the so-

temperatures of each exchanger are uniform to within 0.2 C. Th§a| Rayleigh number Ra-|N|Le Ra;) and the aspect rati.
vertical front and back walls as well as the horizontal bottom wall The dimensional energy and solute conservation equations at

are made of 1 cm thick transparent glass sheets for flow obserygs interface are:
tion. Due to volume variations, a free surface condition must be

allowed at the insulated top of the cell. In order to reduce the heat AT(t*,x*) ITg(t* ,x*) .
losses through the passive walls and to approach adiabatic condi- ~K | = ~Ks— | +pLiV*(t") (2.9
tions on those walls, the cell is inside a temperature-controlled int int
enclosure maintained at about 0°C. IC(t* ,x*)
According to previous works concerning the study of high _DT =CL(t*)V*(t*). (2.6)
int

Lewis number double diffusive convection and phase change in
binary mixtures, a hypoeutectic aqueous solution of sodium car- 4 first approximation, the heat flux in the solid phase may be
bonate (NaCO;-H,0) is used in our experiments. This liquidnegacted as shown by our temperature measurements in the ice.
mixture is easy to handle and the dependence of_ its _thermoph)ﬁl\-Ne consider the quasi-permanent regime only, we may intro-
cal parameters upon temperature and concentration is well Knoyi-e 8; and 8¢, the characteristic thickness of the strong tem-

([20]). The eutectic temperaturg, is —2.1°C and the eutectic yoratyre and concentration variation layers along the interface,
concentrationCe, is 5.93 wt percen24]. The liquidus curve of 5.4 write:

the equilibrium phase diagram is well approximated by a linear

relationship with a slope of-0.357°C/wt percent and the segre- T,—-T, V*

gation coefficient is equal to zer&(, the concentration in the k =pLV* or —-=Ste (2.7)

solid phase is zero). The pure ice block is carefully prepared from T

degasified distilled water. C,—C, V¥  Ci—C_
Visualizations are performed by laser tomography with a thin D 5 =CLVv* or Dioe ¢ (2.8)

vertical light sheet located at about 0.06 m from the front wall of
the enclosure and perpendicular to the active walls. The flohe Stefan number, SteC,(T;—T,)/L¢, is the sixth dimension-
structure is visualized either by fluorescein streaks that origindess parameter which characterizes this problem.
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Co_mbining Eqs(2.7) and (2.8), to eliminate of the local front 2.5 ’ T —
VeIOC|tyV , we get: | mN=-23 Convective Zone 0.50 <zc <0.85
2 N ON=-80 Convective Zone 0.40 <zc <0.55 5 I
i C. C. 1 1 Sh 1| eN=8 StagnantZone zc =045
5_:Le StCC _C or C—C =Le Ste N_ oN=-23 StagnantZone zc =0.70
c i L i L u 2.9) = 454 ON=-80 StagnantZone  0.30 <zc <0.40 cf et
. (&) D T
Finally, local thermodynamic equilibrium at the interface bein© :
assumed, the interface temperature and concentration are relag 1
by the linearized liquidus equation for NaO;_H,O: T =T, [ 9
—0.357C, with T;=0°C. e
0.5 5 208 —
2.3 Set of Experiments. For the temperature and concentra o f
tion ranges scanned by our experiments, the Lewis and Prar 6 i3

numbers of the NZCO; aqueous solution can be considered to b

constant: Le~190 and Pr=11. Moreover we may admit that tt

diffusion coefficients do not significantly change with solute con-

centration and that their values for pure water can be used. ,A|b_ 4 C,I(C—C,) as a function of 1 /Ste. Local values of the

fluid properties are evaluated at the mean temperaiyfe; (Ti  front concentration ~ C, are obtained from local interface tem-

+0°C)/2, and at the initial concentratial . perature measurements, local thermodynamic equilibrium be-
The variation range of the experimental control parameters afneg assumed (Eq. (2.10)). zc is the corresponding height range

the initial height of the fluid cavity (5 cessH;<18 cm), the initial of the convective cell (valid for Fig. 5 and Fig. 6 ).

ice thickness (1.5 cme&=<6 cm), the temperature of the hot wall

(6°C<T;=<22°C), the initial concentration of the solution

(2 wtpercent<C;=<5.5wtpercent). The lower limit o€; is im-  ;one where there is no convective cell, melting is slower, @nd
posed to prevent a density maximum in the liquid §2@]. The tarther from zero. Moreover we notice that the increase in
correspondlng7 ranges of the dimensionless parameters=are 2CL/(Ci_CL) is roughly a linear function of 1/Ste, for each zone,
=438, 1.5X10'=Ra;=2.3x10°, —172<N=<-8 (leading to 3 and that the linear relation is better verified for the convective
X 10"°<Ras=<2.6x10") and 0.047<Ste*<0.275, where S® zone than for the upper zone. The experimental accuracy is suffi-
=C,AT/L;. Each experiment is referenced with a code namgent to establish that the approximate slope is higher for the up-
Ra-Np-Ae, where a, B, and e are the value of the solutal per mixing zone than for the convective zone. It should also be
Rayleigh number, the buoyancy ratio and the aspect ratignderlined that, in the convective zone, measurement uncertain-
respectively. ties are too high to provide good estimates@f when it gets
A first group of experiments corresponds to the safe close to zero, which happens when the Stefan number increases to
=(BcCi)/(BrAT). They are also characterized by the saiie  reach the order of magnitude of 0.25.
and the sam€; . Changing the Rayleigh numbers at a fixdds To get a deeper understanding of the linear correlation between
performed by modifyingH; only. As a consequence, a givéh C /(C;—C,) and 1/Ste observed in the convective zone, let us
corresponds to a given Ste (8t&T). Thus, those experiments douse the simple scaling law given by E¢R.9). It shows that
not allow to discriminate betweeN and Ste. ~ C_I(C;—C,) is indeed linear with Ste' and does not depend on
To separate thél and Ste influence, another set of experimenigiher parameters if Sh/Nu does not depend on either StepoRa
has been performed: we scanned the largest possible range ofNh@ e is nearly constant in our experimentst also points out
Stefan number by changingT, all the other characteristic param-that, if C, /(C;—C,) is smaller in the convective zone than in the
eters (\N,Rar,A) being fixed. To keetN=(BcCi)/(BrAT) con-  mixing zone, Sh/Nu too must be smaller in the convective zone
stant, we must chang@.C;/B+ proportionally to AT (with  than in the mixing zone. Thus the study of the Sh/Nu ratio allows
2 wtpercent<C;<5.5 wt percent). Sincgc is roughly a constant ys to cross-check the experimental results@pr(C; — C,) given
and g7 nearly proportional taC; , the largest variations obtainedin Fig. 4. Indeed, whileC, /(C;—C,) is estimated through tem-
for Ste, with a fixedN, are of the order of 30 percent. perature measurements, the Nusselt number is obtained experi-
mentally from front velocity measurements that provide an addi-
S . tional information on the system behavior.
3 Local Equilibrium and Exchanges at the Moving A will be seen in parag);aph 3.2, the experimental estimations

Front of Nu., the Nusselt number in the convective zone, show that

14 ;

3.1 Interface Equilibrium Shift. Fusion of a pure material Nuge: Raﬁ g The expenmenFaI results fq‘%/(ci_CL) anql Ny,
into a binary liquid mixture does not a priori impose known temtogether with Eq(2.9), entail that ShRa, a result that is com-
perature and concentration at the melting front. The latter are dgented upon in paragraph 3.3.
termined by the local thermodynamic equilibrium resulting from e )
the heat and mass exchanges at the front. The slower is the fusiod-2 _Nusselt Number and Front Velocity in the Convective
process, the larger is the equilibrium shift from the high frorRnd Mixing Zones. In [20], one of the main results is the inde-
velocity limit caseT, =0°C, C_=0. More precisely(Eq. (2.7)) pendence of the average Nusselt number at the melting front,
the lower the average Stefan number, the farther are the tempéfit)ni With respect to the Stefan number and its correlation
ture and concentration from zero, and the closer to the dissolutigfth R&* during the quasi-steady regime(Nuy,;=H;/dr
thermodynamic equilibriunC, =C; . =0.2Le 2Ra".

Considering the liquidus curve, the local front temperature The local measurements performed in the present work allow to
measurements that have been performed provide experimemfalfurther and tell between the convective zone Nusselt number
values for the local front concentratid@@, , that is, for the ratio Nuc and the stagnant mixing zone Nusselt numbeg-NThis is
C_/(C;—C,) at different levels of the melting front for the wholedone by sorting out two groups of local measurements of the time
set of characteristic parametéFsg. 4). As could be expected, theevolutions of the front positions during the quasi-steady regime:
smaller is the Stefan number, the closeiCQpis C, and thus the the first one corresponding to measurements performed at the
higher isC, /(C;—C,). But Fig. 4 also shows that two zones ardevel of the convective zone and the second one to measurements
to be considered: the lower zone where thermal convection pgerformed at the level of the mixing zone, with no secondary
active, melting is quicker an€, closer to zero, and the upperthermosolutal cell present. Figure 5 shows that independence from

1/Ste
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Fig.5 Le ~Y2Ra¥¥/Nu as a function of Ste, where Nu is the local
Nusselt number obtained from local front velocity measure-
ments in the upper stagnant zone or in the convective zone.
This figure shows the correlation between the local Nusselt
number in the convective zone with Ra  ¥* and its independence
from Ste.

Ste and correlation with Féi'i are strictly checked by Nu Intro-
ducing the Lewis number as [120], we can write:

Nuc=1/2.42 Le ¥? Rg*=0.41 Le Y? RE*. (3.1)

But, for the weaker and less precisefj{uno correlation can be
put forward.

As a consequence of EgR.7) and Eq.(3.1), the average di-
mensionless front velocity for the convective zoné.
=H; V¢/a should be such that

Vc=HV&/a=Ste Nu=0.41 Ste Le*? R&*. (3.2)

This is shown to be true in Fig. 6. In spite of the absence
observed correlation between qand R&*, a rough correlation
of the dimensionless front velocity in the mixing zonésr

Let us underline that it may be useful to introduce an average
dimensionless velocity of the melting front, defined as the ratio
to H; of the total volume melted per unit tim¥. is a weighted
average oV andVgy:

V=H;V*/a=0.27 Ste Le*? Ra*. (3.3)

A corresponding dimensionless melting timg can then be
defined as:

tn=t*V*H;/LiH;=0.27 A Ste Le Y2 R&* Fo=A V Fo,
(3.4)

whereV*H; /L;H; is the relative increase of the melted volume
per unit time.

At the precision of this experimental correlation which neglects
the initial transient regime, Eq3.4) assesses that, at a given
dimensionless time,,, the relative melted volumes are the same
for all the experimentgFig. 2).

3.3 Comments on the Experimental Scalings of the Nusselt
and Sherwood Numbers. The fact that Nu and Sh are not
experimentally correlated to Ste, which characterizes the phase
change kinetics, shows that the front exchanges depend primarily
on the flow structures. This observation opens the possibility of
using afixed wall dimensional analysis of the convective ex-
changes as a reference. Such an analysis, for thermosolutal con-
vection[22], allows the introduction of classical laminar boundary
layer thicknesssg,, g1, Sgg at the three scales of the dynami-
cal, thermal and solutal boundary phenomena:

O6g,> 6p1>0rs Since va>D. (3.5)

The reliability of the fixed wall reference is confirmed for
the heat exchange by checking that the heat diffusion
velocity vFuerm= @/ g7 is larger than the front velocity/*:
A<v¥,eru V* = Ste 1<20.

For the mass exchange, the relative orders of magnitude of the
solute diffusion velocityvs,, and of the front velocity are less
convincing: in the convective zonegy /V*~0.5, and, in the
@fpper zone, 0.5%&,/V*<2. Nevertheless, let us admit that
such orders of magnitude do not forbid the use of the fixed front
approximation.

=H;V/a with Ste does exist, a result that can be explained by We are still left with the fact that, in our experiments, the scal-

the strong relationship betweéfy; and Ste.

5 T r
mN=-8 Convective Zone
oN=-23 Convective Zone ./
4 || oN=80 ConvectiveZone | = B
o N=-8 StagnantZone
o N=-23 StagnantZone
oN=-80 StagnantZone /z—«
0 3 & e _— iy s it s -
> L
-
£
<
Lol ’27 - B —
I e T
o an I Sty
I T .
0 F=mmi '
0 2 4 6 8 10 12

Ste Le? Ras"*

Fig. 6 Dimensionless front velocity in the upper stagnant
zone, Vg, and in the convective zone, V., as a function of Ste
Le‘”ZRals"‘. For the convective zone, a straight line of slope
0.41+0.01 is obtained by linear regression  (correlation coeffi-
cient J=0.99). For the upper zone, the straight line obtained by
linear regression leads to a slope of 0.09 *+0.01 (correlation co-
efficient J=0.6).

Journal of Heat Transfer

ing of Nu and Sh is by Fgéf‘, a result that Bejan obtains in his
fixed wall analysis by assuming that the solutal forces are domi-
nant at all scales or, in other terms, thit>Le. But our experi-
ments all fit in the range I*6<|N|<Le which means that solutal
forces control the solutal scale only and that thermal forces con-
trol the thermal scale onlf25]. In such a case, it is still easy to
show that, at the smallest scale that is at the solutal one, Sh, the
dimensionless wall solute exchange, is scaled by“l{&[a)r a fixed
wall). But no straightforward scaling parameter can be found for
the wall heat exchange nor for the liquid flow along the wall, that
is for the larger scales. Indeed at the solutal scale, close to the
wall, the strong solutal force disturbs both the velocity gradient
and the temperature gradient and prevent the theoretical boundary
layerség, and 8g+ of the reference analysis from building up. The
fact that N<O still strengthens the perturbation. Indeed, at the
level of the thermal cell, we observe, in all our experiments, a
very strong shear between the downward thermal flow and the
upward solutal flow close to the front. This suggests to choose, as
the only meaningful scale related to the dynamic behavior of the
boundary region, the thicknes}(6,> 6r5) of the upward flow;

for distances to the front of the order &f, the solutal forces,
scaled by Rg, are balanced by the thermal forces, scaled by.Ra
Thus the scaling o5, becomes a main issue to understand the
scaling of the exchanges taking place at a larger scale than the
solutal one. The thickness is directly connected to the upward
flow dWg(t*)/dt* along the wall:

dWF(t*)/dt*oc5|V| y (36)
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wherev; is the average fluid velocity in the layer of thickneks 1.0 -

The scaling ofdWg(t*)/dt*, the flux extracted from the thermal 7 22:2:22:2;
cell (defined per unit length of depth in the third dimengjoon 0 || #R7E10-N23A22
the basis of our experiments is obviously of great interest since " | sR7E10-N22A2
gives an insight on the scaling ofv, . This is what is done in the __
next section with the analysis of the upper zone filling processg 06 o & %
= L A
4 Growth of the Upper Mixing Zone = 5 ® % . é
l =}

Due to the lighter liquid released by the melting solid and to thw 04 as a n{ « "
resulting buoyancy effect, the upper zoffégs. 1 and 2Js filled o o B &
by a quick and narrow upward flow along the melting fron 0.2 + g ®
formed from the bottom of the enclosure and going up to its to » O
No additional fluid escapes from the thermal cell to the uppt L ‘ 1 -
zone, at their interface or along the hot wall. Indeed, a mixture 060 . 3000 4000

the binary solution and of a weak mass fraction of fluorescei
(~0.5%10°%) can be injected at thermal equilibrium, through &
needle, into the hot wall boundary layer of the thermal cell. Oq:-i _ 7 Time evolution of the dimensionless experimental
servation by laser tomography shows that no colored streak riggs v+ of the upper zone: N=—23, Rag=7.5X10%, 2<A<3.1.
along the hot wall from the thermal cell into the upper zone, or @0 " A and for O a secondary ceil (‘390) appears' around
their interface. Another feature of the filling process of the Upp&el,100s and t*=’2164s respectively. For [ and B no time is
zone is that all the melt goes to the upper zone. Indeed by addiggched that corresponds to a secondary cell.

small fluorescein spots in the ice, at several vertical levels and, in

particular, close to the bottom of the experiment, we could ob-

serve that no fluorescein enters the thermal cell. Finally, a last

aspect of the growth of the upper zone is that its volug(t*)

at a given time* is much larger than the melted voluriag (t*)

at the same timg20]. Indeed, at the level of the thermal cell, mos
of the liquid that is carried up to the mixing zone along the ic
front is pulled out of the cell.

t*(s)

Fort to be a unique dimensionless time describing the behavior
of all our experimentsg, /H; must depend on the dimensionless
parameters of the experiments only. This will be examined here,

n the basis of our experimental results. The problems at stake are
whether, within our experimental precision, the linearity of Eq.
(4.1)is confirmed by our experiments during the quasi-permanent

4.1 Simplified Scaling Analysis. The previous observa- regime and whether E¢4.2) can be written in a general dimen-

tions suggest to considaW,(t*), the volume of the upper zone sionless formEg. (4.4)).
?nbbsilrgﬁg bgnlaus:éntgvn\:r?g\:;zﬁg\)(tzgs Zsughforiﬁglts?lfez\rlosfﬁags 4.2 Influence of the Aspect Ratio. Before analyzing the

L . influence of Rg and N, let us first check whethek, the aspect
extract{on from the*thermal cell, to be compared io the flxeq WarEltio of the liquid part of the experiment, plays a role in the
approximationWe(t*), and the melted volum@/y,(t*), which is  growih of thevolumeof the upper mixing zone. If, for given Ra
measured through the front position observatio,,(t*)  andN, W does not depend on the aspect ratio, then the dimension-
=W(t*) +Wp(t*). less volumez=W/L;H; will depend onA. Thus, according to Eq.

Since we are not interested in the initial transition regime and. 1), 5, /H; should not depend oA but, according to Eqg4.3)
we consider Only the Iapse of time while the convective mOV%-nd(44)‘ any dimensionless timG:haracterizing the growth of
ment in the lower cell can be considered permanent, the compajtiould be proportional t&. This is what is confirmed by Figs. 4.1
son betweeW(t*) and Wg(t*) is for dWe(t*)/dt*, 6, andv, and 4.2, where the time evolutions affor four experiments with
constan{(Eq. (3.6)). The fixed wall analysis of the foregoing paraapproximately the same solutal Rayleigh number £Ra5
graph allows to scalg, asD R&7H, . ThusdWg(t*)/dt*, the x10'% and the same buoyancy numbét= —23), differing by
flux extracted from the thermal cell in the fixed wall approximatheir aspect ratio only (2 A<3.1), are compared. Time is dimen-
tion, can be written as: sional for Fig. 7 and a dimensionless time proportionalAtés

AW (t*)/dt* = y8,D Rai’lei , @.1) used in Fig. 8. Those figures show that, if the dimensionless time

wherey is an unknown constant dimensionless coefficient. If in-

deedW(t*)=We(t*), dW(t*)/dt* will be time independent for 44

every experiment. This is a first property suggested by our simg [| A RBE10-N23A3,1

scaling approach that we will investigate experimentally. jﬁ:i}gxigz;
But Eqg.(4.1) opens another question: can this linear growth ¢ 98 T| ar7e10-N22A2

the reduced upper zone volugt*) be expressed in dimension-

less terms as a function of the characteristic parameters of @ 06 |

experiment only? Indeed E@4.1)is dimensionalm?s ), and, to £ asc
put it into a dimensionless form, we must choose a dimensionlez r i A{ o %
volume per unit depth and a dimensionless time. If we introduc ! 04 - s ekel®
as a dimensionless expression &, z=W/H,L;, in the same r g @ 2% C
way as we did for the melted volunigq. (3.4)), Eq. 4.1 becomes i o 8o =
= T -
dz(t*)/dt* = y(DIHA)REA &, /H; . (4.2) w*
Equation(4.2) suggests to set 0.0 - —— ‘ ‘ ‘ — i
0 5 10 15 20 25 30
t:t*(D/Hiz)RE%/ZA 8, /H,=Fo Le ! R(%/ZA 6 /H;, @3 to=ALe™ Pr' Rag™ Fo
4.3
as a dimensionless time. so that Fig. 8 Dimensionless time evolution of the dimensionless ex-
' perimental height of the upper zone:  N=—23, Rag=7.5X10%,
dz(t)/dt=1. (4.4) 2<A=3.1.
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xReE1iNiT2A27|  correspond to smaller slopésrge dashed line). The main differ-
17 PElaNeass | ence between those two categories of experiments is the formation
X 4 E;Eﬁ:ﬂgggg kingtics of t_he secondary_ cells in the upper zone, the effect of
0.8 @R2E11-N72A25 which our simple correlatlo.rﬁEq. (4.6)) cannot account for. For
N R Naass | the large Raand Ra experiments, secondary cells in the upper
= vee®®® _uB aet | |oRIEIZNZINAS zone begin to be visible at times ranging fraiir 1500 s tot}
£ 0671 L9 L «z:"?:&k . phigs | |oRiElZN222 | ~25005s, depending on the experiment. They corresportg;to
; e oo L _|sherries ~5.6 andtc,~9.4, which belong to the time interval used to
" 04 | Ltma o:%! 1) * ,a°® o RBE10-N23A2,7 analyze the growth of the upper zone, in Fig. 10. For the lower
N R -+ ey o9 ° SRTElonssas- | Rasand Ra experiments, the secondary cells come later and are
Ry o 'm; o - 4 HEEID A less active, so that their influence is negligible utigi=15. As a
0.2 + RN Bégap © RBE10-N8A2,4 consequence, a linear growth of weaker slope is observed for
*@{j oo ML e those experiments. Fotc<15, a straight line of slopey;
o4 70% u iy s ,‘ ki e =0.0250.003 is obtained by linear regression with a good pre-
0 1000 2000 3000 4000 5000 6000 7000 cision (correlation coefficiend=0.91). For further time instants,

t(s)

Fig. 9 Time evolution of the dimensionless experimental

height of the upper zone: 1.5 X10'<Ra;<2.3X10%, —172<N

<-—8(3X10'°<Rag=3%X10%?).

is scaled byA, the kinetics of the four experiments, which ar

different in Fig. 7, become very similar in Fig. 8.
Let us notice that, to be able to writeas

tCZA Le*l/Z Pr+l/2 Ragl/‘l FO,

the slope tends to weaken slightly, probably due to the reduction
of the thermal cell height analyzed in part 3. On the contrary, the
strong activity of the secondary cells in the largesRad Ra
experiments compensate for this phenomenon and maintains the
higher slope.

Finaly, let us underline that more sophisticated hypotheses, in-
troducing N*R&, in the expression of5,/H;, have also been
checked. Their comparison with the basic dimensionless formula-

Sion of Eq. (4.6) demonstrates that, within the precision of both

our experiments and the linear quadratic regression, the optimiza-
tion of two exponents—a sma¥ and a largely—instead of one

(4.5) exponenty only with x fixed to zero, is meaningless. Thus, the

the dimensionless time which is used in Fig. 8, we must expre@8ly significant scaling o, /H; that can be proposed is by ¥a

S,/H; as

As a conclusion, for the entire range of parameters &nd
<15, we propose a general correlation for the growth of the upper

8 IHjxRag ¥ Pril2 Le*12 (4.6)

In this expressiong, /H; is scaled by R&", an hypothe- qz/dt=y=0.03+0.004, with a correlation coefficieni=0.90.
sis that plays no role in the comparison performed here for con-

stant Rg andN, but that will become the major issue in the nexs Destabilization of the Upper Zone

paragraph.

A fluid with a stabilizing vertical solute gradient can be desta-
bilized by lateral heating. The case of a step side wall heating was
the first to be investigated if26] and is still a subject of interest
X100%<Ras=<3x 10", 1.5X10'<Ra;=<2.3x10°. [27-29. Another important case, which is close to our experi-

The dimensionless time used in Fig. 10t¢s, defined by Eq. mental situation, corresponds to a zero horizontal density gradient
(4.5). The comparison between Figs. 9 and 10 shows that thisross the fluid and a slow side heating rate, that builds up a
dimensionless formulation brings the curves together. But it camiform horizontal temperature gradient. To study this configura-
be noticed too that all the curves with high Ré&Ras=10"?) and tion, linear and/or weakly nonlinear stability analyses of the onset
high Ra (Rar~2x10°) tend to gather around a straight lineof diffusive instabilities in a narrow slot have been performed, for
(thin dashed linepf larger slopey~0.039+0.001(correlation co- the full range of thermal and solutal Rayleigh numbg8-32.
efficient J=0.98), while the lower Ra(Ra;~10") experiments They show that, when the salinity gradient is increased from very

zone volume(solid line on Fig. 10

4.3 Role ofN and Rag. Let us first plotz(t*) (Fig. 9) and
z(t) (Fig. 10) for a wide range of parameters: Z6l<—-8, 3

weak values to moderate values, the stationary shear-induced in-
stability is replaced by a stationary double-diffusive cellular con-
vection, after going through a transitional regime of oscillatory

14 R Nvoasz”  shear instabilities. 1132], four limit cases are analyzet) the
g}g]gznggﬁg:‘g very weak salinity g_radient regime mentioned abo{®;a very
A ggg:m;gﬁzz; Iarge_ temperature difference regime where the onset of instabili-
_ 7 | aRIE12N24A4 ties is essentially independent of the temperature differeid¢es
%, o3 oBiEIaNasas. | Tegime with moderate gradients where the vertical wavelength of
= %ﬂo sRIEARIA instabilities tends to infinity; ané4) the strong salinity gradient
-] cRiE12-N2sA22 | regime. The latest region has first been investigated by Thorpe
3 S REloNasasi1 | etal.[23] and later revised by Haft33] who considered more
n SR EloNaaazs | realistic boundary conditions and mean fields than Thorpe et al.
@ R7E10-N22A2 The neutral curve given ifi33] agrees exactly with the solution
:SZEIS:ﬁﬁﬁgﬁ obtained by Thorpe et al. meaning that, in the strong salinity gra-
il g o dient regime, the boundaries and the mean flow do not play an
- ggg]g;ngg:; important role in the destabilization process.
—— T The present work is focused on the onset of the first vortices
30 40 responsible for the formation of the first thermosolutal cell at the

te= ALe? Pr'? Ras" Fo

Fig. 10 Dimensionless time evolution of the dimensionless
experimental height of the upper zone: 1.5
X108, —172<N=-8(3X10¥<Rag=3X10'?).

Journal of Heat Transfer

X10'<Ra;=<2.3

bottom of the upper stagnant zone. The development of the vorti-
ces takes place far enough from the free surface of the experimen-
tal cell to consider that the surface tension has no influence on the
destabilization process. The upper zone concentration and tem-
perature gradients that will trigger this destabilization process
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Fig. 11 Numerical simulation of the onset and the development of the first thermosolutal cell. Streaklines. Particles are released

in the cavity at 9 locations specified by the coordinates (x*/H;,z*/H)): in the hot boundary layer — — — (9.6107°,0.70),
— — —(4.71073,0.70); in the cold boundary layer — — —(0.3296, 0.80), — — —(0.3291, 0.80), — — —(0.3285, 0.80), — — —(0.3276,
0.80), — — —(0.3265, 0.70), — — —(0.3265, 0.80); near the cold wall: — — —(0.2817, 0.85). Ra;=2.3X 108, N=—24; A=3; Pr=11.2;
Le=189.

gradually build up with the filling process. This zone is charactebetween the hot wall and the ice wall. The number of such vorti-
ized by a strong vertical salinity gradient, as will be shown by thees giving rise to a thermosolutal cell varies from 3 to 6 according
numerical simulations presented in the next paragraphs. Thaeexperiments. It is reproducible for a given experiment.

features attempt to produce the asymptotic theoretical conditions . . . . . .
considered in ?horpg’s analysis. ymp 5.2 Numerical Simulations. Figure 11 displays numerical

Our experiments provide accurate measurements of the heigigaklines, for a simulation at Ra2.2x10°, N= —22 that cor-

of the stagnant zone at the onset of the destabilization thanks'€§Ponds to the experimental case R1E12-N23A3. The particles
meticulous observations of the time evolution of the flow. Thare released in the ascending boundary layers at the hot wall and
results are investigated with the help of numerical simulationd!e cold wall. The numerical result confirms the experimental one:
The simplified model and the numerical method used are dé€ upper zone is fed by the cold side only. The particles released
scribed in detail in[20,34]. Let us briefly recall that the modelat the cold wall are accelerated upward by the solutal buoyancy
consists in a fixed rectangular cavity which is differentially heatef®rce and then slowly heat up in the upper zone. Their very slow
and filled with a binary fluid initially at rest. A uniform zero horizontal movement along the isodensity lines may be seen on
concentration applied at the cold wall approximates the expe'ﬁle figure: in dimensional terms, the total duration of the evolution
mental ice wall. The opposing vertical hot wall is impermeabléhown in the figure is about 15 minutes. Moreover, according to
The horizontal walls are adiabatic and impermeable. The set @®fPerimental observations, this numerical streakline representa-
coupled equations and boundary conditions is solved using a cléigh confirms that destabilization appears as a succession of coro-
sical finite volume technique. A centered scheme is used for spiative vortices that merge to form a horizontal layer at the bottom
tial discretization and time integration is based on a first ordéf the stagnant zone.

Itrr?gl;%ti sr?thgfmtﬁ.eThe purpose of Ejh?hsmulatlor][s ?elng t(()j(;omputeS.S Critical Height of Destabilization. For the numerical
>Ight of upper zone an € concentration and tempe, ﬁﬁulations, the dimensionless height of the upper zone,
ture distributions in the region of destabilization, the requirements - * ) - . .
in term of space and time resolution are important. The twdup(t")/Hi =Wy (t)/HiL; , s taken in the vertical mid-plane of
dimensional computational grid used is sinusoidal in the horizoH1€ cavity, between the top horizontal wall and the vertical posi-
tal direction and regular in the vertical one, with a mesh siZPn where the sign of the streamfunction changes.
ranging from 93x281 to 291x501 and dimensionless time steg_sTable_ 1 reports the experimental and numerical values of the
ranging from 10° to 5x 106 ([34]). !mensmnless helght_ of thg upper zone at des_tablllzatlon. For
givenA and Rg, the dimensionless critical height increases when
5.1 Experimental Observations. The first vortex respon- |N| increases. For givei and N, the critical height decreases
sible for the formation of a secondary cell always appears at tivnen the Rayleigh numbers increafié| has a stabilizing effect
bottom of the upper zone above the shear layer that is obsenstdl Ra a destabilizing one.
between the high velocity thermal cell and the weak velocity up- In spite of the simplifications of our numerical model, the com-
per zone(Fig. 2). Its lateral position with regards to the wallsputed critical heights agree well with the corresponding experi-
depends on the experiment but is perfectly reproducible for givemental measurements. Hence, in absence of measurements, it
experimental conditions. A close observation of three experimersisems reasonable to rely on our numerical simulations to get in-
characterized bjN=—23, Ra=1x10"2 and an aspect ratio of formation on the upper zone concentration and temperature field
2.2, 3, and 4, shows that the distance of the first vortex to the caldhen destabilization occurs.
wall does not depend oA. The first vortex is followed by other  Figure 12 shows the concentration, temperature and density
vortices that will finally occupy all the space on a horizontal layefields in the upper zone before the formation of a thermosolutal
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Table 1 Experimental and numerical values of the dimension- 17 - - i
less critical height of the upper zone at the onset of the desta- :

bilization ?
T ‘ e T -

Rar Rag A Name Experimental Numerical

measurements Simulations ) -
2x10" | 3x10° | 25 | R3E10-N8-A25 0.41 0.38-0.42 ; 3 ] .
061 [N-s
30x107 | 5x10' | 2.1 | RSEI0-N9-A2,1 0.38-0.42 1 r
N=-8 22 | RIEIO-N9-A21 036037 ] ;
45%107 [66x10°[ 3.1 | RIEI0-N&-A31 025032 0.29-0.33 04+ T ] - SRaTosaers
¥ BRaT=1.7e+7
39 | R7EIO-NS-A39 0.28 0.28-0.30 BRaT=17es?

(Zz*up / Hi Yerit

- —

L5x 10" [6.6x10°[ 22 | R7EI0-N23-A22 0.59-0.63 0.52-0.56 02 + B . . o 82:;:213 g:;
4 R7E10-N23-A4 049 ARaT=7.0¢e+7
72x10°] 2 R7EI0-N22-A2 0.58-0.61 ARaT=22e+8
N=-23| 18x107 [78x10"] 27 | RSEIO-N23-A2,7 0.48-0.55 0.535-0.55 0 o 2 4 6 3
3.1 | R7EI10-N23-A3,1 0.50-0.55 0.46-0.52 .
72x100 |18x 10| 3 | RZEII-N23-A3 042047 (Z'p /Hi Jmm
22 | RIE2ZN24-A22 | 036-0.37 Fig. 13 Experimental dimensionless height of the stagnant
23x10° | ix10% [ 3 | RIEI2-N23-A3 0.27-030 zone at the onset of the destabilization as a function of the
3.8 RIE12-N23-A4 0.28-0.29 0.25 theoretical one
N=-75| 52x10° [7.3x10"°| 24 | STE*R7E10-N76 0.77-0.83 0.77-0.83
1.7x 107 [24x10"| 2.7 | R2E11-N76-A2,7 0.61-0.64
7.0x 10" [9.8x10"| 3.1 | RIEI2-N75-A3,1 0.42-0.44 Ra; JC Hi |N| JC Hi
(7Rz)% 7T4A4|N|Le( - E)R: xT(f ?)R
(5.5)

cell. The isodensity lines are horizontal except in a thin layer nearln the theoretical approach of Thorpe et al., the basic state is
the cold wall and the density field is stably stratified. The hegharacterized by a uniform vertical salinity gradient {C/dz*)
transfer from the hot wall and the lower thermal cell is diffusive= AC/sz. In our configuration the uniformity of the salinity gra-
while the concentration field is vertically stratified. Hence, thgjent that builds up in the upper zone is not controlled. Fig. 12
basic state before destabilization is similar to the one encountegthws that the vertical salinity gradient, and thusR,), is

in Thorpe’s et al. analysis. o weaker in the bottom part of the upper zone, which consequently
According to the analysis presented[28], destabilization oc- appears as the most unstable region.
curs if: If we write the local salinity gradient at the bottom of the stag-
IR,|=2,76 —R,) 55, (5.1) hant zone as £ 9Cloz*) = ¢(t*,N,Rar ,A)AC/Z(t*), and
. . combining Egs(5.1), (5.4), and(5.5), the height of the stagnant
knowing that: zone at destabilization can be written as:
- — ' lle Be—r—Bi— . Zup|  _ /5415
X ’7T4A4 ﬂTAT Sé,x* T(?X* i)crit (p(t:m,N,Rar,A)2766 w (Le RarAz)ls
R Ray H; L dC aT (5.3) -
=—7—7=|Le Bs——Br—x|- .
A Beat | ¢ P P = ¢(tf N, Ray A)(ﬁ") (5.6)
i/ Th

For the simulations performed hem®,>4.6x10° and (—R,)
>1.9x10° in the region of destabilization, confirming that we aravhere ¢ /H;), is the critical height given by Thorpe et dlt
in the case of very strong salinity gradients. Moreover, we dmrresponds tap(t%;,N,Ra,A)=1).
check that Eq(5.1)is locally satisfied at destabilization. Since the Figure 13 gives the experimental values of the critical height
numerical and experimental critical heights of destabilization ass a function of the theoretical one. It shows that our experi-
identical, we can conclude that the destabilization mechanism mgntal situation is more unstable than the uniform gradient one,
the stagnant zone is well described by the theory developed &yresult that we already knew[20)): (Z:p/Hi)crit<(Z:p/Hi)Th
Thorpe’s and al. - _ (0<o(tgi N,Rar ,A)<1).

In our situation, the local quantitieR, and (—R,) given by ~ Tpe striking new result is that, for a giveM, the points are
Egs. (5.2) and (5.3) can be related to the global characteristi¢ycated on a straight line. This feature shows that, in the range of

parameters as follow20]: parameters under study, the coefficierdepends neither oA nor
Rar Ra; but depends strongly oN: ¢(t%;,N,Rar,A) = o(t%;,N).
Ry~ AA3 Le (5.4) o(th,N) decreases d#\| increases. Indeed, the solute gradi-

ents created in the upper zone are closely related to the structure
of the boundary layers along the cold wall. For higk|, the
ascending dynamic layer along the cold wall is thicker than the
, EE==—=—=7 solutal boundary layer. Consequently, the external part of the up-
" i ward flow which feeds the lower region of the stagnant zone is at

————— the bulk concentration, the same as the thermal cell. This feature
entails weak solute gradients at the bottom of the stagnant zone
and thus small values ap(t%;,N). On the contrary, for small

. - T values of|N|, the ascending dynamic layer is developed at the
isopleths isotherms isodensities .
scale of the solutal boundary layer leading to values @f;;,N)
Fig. 12 Concentration, temperature and density fields in the close to unity.
upper zone before the destabilization  (t*=6050s). Ra;=2.3 By linear regression for eachN| (Fig. 13), we obtain:
X108, N=—24; A=3; Pr=11.2; Le=189. ¢(t5i,N=—8)=0.70+0.02 (correlation coefficientd=0.90),
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o(t¥,N=—23)=0.37=0.02 (correlation coefficient)=0.991), T

¢(thy,N=—75)=0.114=0.003 (correlation coefficient J S\‘;ﬂf‘
=0.999). v

This behavior does not prevemjg/Hi)Cm, which depends on ¢
N as ¢(t%;,N)X|N| (Eqg. 5.6), from increasing withN|, as al- v

ready put forward by Table 2. ST
*

6 Conclusion V\\,/\lfr:g*g

The results on thermosolutal melting presented in this paper Ww(t*)
focuses on particularly interesting zones of the characteristic pa-

rameters, where no easy simplification can be made. Indeed, con- X*
sidering the phase change itself, dissolution is not completely z
overcome by melting. As for thermosolutal convection, neither 7+

solutal nor thermal forces are dominant at all scales. ConcerniggvH_) up
the melting front behavior, the most striking feature is the depen-u? " /¢t
dence of the front equilibrium only on the Stefan number, and

liquid temperature at the interfaceC)
temperature in the solid phag¥C)

dimensional interface velocitym/s)

H;V&/a dimensionless interface velocity in the
convective zone

H;V&{/ a dimensionless interface velocity in the
upper stagnant zone

volume of the upper zone per unit defith?)
melted volume per unit deptim?)

volume due to the shear stress extraction from
the thermal cell per unit depttm?)

dimensional horizontal coordinate

W/H;L; dimensionless expression &f
dimensional height of the upper zone

= experimental dimensionless height of the upper

zone at the onset of destabilization
theoretical dimensionless height of the upper

accordingly the dependence of both the mass and heat quxes('?i;F/Hi)Th
the front on R§*. As for the flow structures, we could give a
quantitative explanation of the build up and destabilization of tHereek Symbols

stagnant upper zone. It is interesting to notice that, even though v = kinematic viscosity of the fluidm?/s)
the numerical model greatly simplifies the front behavior, desta- thermal diffusivity of the fluid(m?/s)

zone at the onset of destabilization

biIizatior] of thg flow structure could be very well accounted for z = density of the f|uid(kg/m3)

by the simulations. _ _ 8s = characteristic thickness of the solutal boundary
The main limitation of the present work is due to using one layer along the interface

given mixture only. Experimenting several mixtures would have 57 = characteristic thickness of the thermal boundary

allowed us to better decorrelate Ste awdThe role of Le or Pr layer along the interface

could also have been checked. In particular, the extension of these 8, = thickness of the upward flow along the interface

results to metallurgy, that would be of special interest, cannot be (m)

proposed. This study could also be extended using different mix- Bs = solutal expansion coefficiertivt percent %)

tures to other values d¥l, in particular to small values that we Br = thermal expansion coefficielitC™%)

could not reach with a satl_sfylng precision. AC = C;—0 wt percent reference concentration differ-
But for all those extensions of our results, the best strategy ence in the liquid

would be to use numerical simulation, on the whole set of our AT = T,—0°C reference temperature difference in the

experiments, of a more complete numerical model. liquid
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A. M. Jacobi Using delta wings placed at the leading edge of a flat plate, streamwise vortices are
generated that modify the flow; the same wings are also used to modify a developing
channel flow. Local and average measurements of convection coefficients are obtained
using naphthalene sublimation, and the structure of the vortices is studied using flow
visualization and vortex strength measurements. The pressure drop penalty associated
with the heat transfer enhancement of the channel flow is also investigated. In regions
where a vortex induces a surface-normal inflow, the local heat transfer coefficients are
found to increase by as much as 300 percent over the baseline flow, depending on vortex
strength and location relative to the boundary layer. Vortex strength increases with Rey-
nolds number, wing aspect ratio, and wing attack angle, and the vortex strength decays as
the vortex is carried downstream. Considering the complete channel surface, the largest
spatially averaged heat average heat transfer enhancement is 55 percent; it is accompa-
nied by a 100 percent increase in the pressure drop relative to the same channel flow with
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Introduction Literature Review

The performance of liquid-to-air and two-phase-to-air heat ex- Extensive reviews of progress in heat transfer enhancement us-
changers is important in many applications, including thermélg streamwise vortices have been provided by Jacobi and Shah
management and processing systems found in the di¢]and Fiebig[3,4F. The review presented below will focus on
conditioning, automotive, refrigeration, chemical, and petroleuM{ork directly related to this research, with a focus on establishing
industries. Improving the performance of these heat exchang@rglear context for the research objectives articulated later in the

can lead to a smaller surface-area requirement, reduced matetfe"

cost, and a lower heat exchanger mass. Furthermore, improving/G-Enhanced Flat-Plate Flows. Turk and Junkhan[5]

heat exchanger performance can have a significant impact of theluated the heat transfer impact of multiple rectangular-winglet

environment through improvements in energy efficiency. The totdIGs with various aspect ratios and attack angles mounted at the
thermal resistance in these heat exchangers can be considerel@aing edge of a flat plate. They considered flows with a zero and

the sum of three contributions: the liquid or two-phase convectij@vorable pressure gradient and reported that heat transfer en-
resistance, the wall conductive resistance, and the air-side convagncement generally increased with a favorable pressure gradient.

tive resistance. The air-side convective resistance is typically t gey reported spanwise-averaged, local enhancements as high as
: . . 0 percent in a laminar flow. Turk and Junkhan provided no flow
dominant resistance to heat transfai and effo_rts _to IMProve . easurements or data on vortex location or strength, and it is thus
these heat exchangers should focus on the air-side heat-trang|gfcyit to explain the heat transfer results in terms of vortex
behavior. interactions with neighboring vortices and the surface. In a closely
Vortex generation is a technique that holds promise in air-sigglated study, Torii et d6] investigated the local heat transfer
heat transfer enhancement. In this method, streamwise vortieksvnstream of a single delta-winglet VG on a flat plate. They
(longitudinal vorticey are passively generated using surfacesed single-component, hot-wire anemometry to measure the
modifications such as those shown in Fig. 1; such a flow manipsireamwise velocity and conducted flow visualization to study the
lator is called a vortex generat®vG). Considerable research hasﬂOW field. Heat transfer was studied using surface thermocouples
been directed at VG-enhanced heat ’[ransfer; however, the Cdﬁﬂth an imposed heat ﬂUX, and naphthalene sublimation in a small

plexity of the VG-heat-exchanger design space has made a cdffion (2.5 wing chordsidownstream from the VG. Local heat
transfer enhancements of over 200 percent were reported in the

plete understanding of the vortex flow and heat transfer intera h .
tions difficult to develop. The overall goal of this research i ownwash region of the vortex flow. The experiments were all
. . ) . . Berformed at a constant freestream velocity of 4 m/s, and the
to provide experimental Qata and an interpretive framework thﬁitessure-drop penalty associated with the enhancement was not
add to our understanding of VG-enhanced heat exchanggported. Since a delta-winglet VG was used, only a single tip
performance. vortex was generated, and consequently vortex-vortex interactions
and their effect on surface heat transfer were not evaluated. Fur-
Currently, Senior Research Engineer, ExxonMobil Upstream Research Company,—
Houston, TX 77252. 2A monograph collecting papers from a 1996 meeting on this topic is available as
Contributed by the Heat Transfer Division for publication in ti®JBNAL OF  Vortices and Heat Transfer. Results of a DFG-Supported Research Group (Notes on

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 24Numerical Fluid Mechanics Vol. 63py M. Fiebig and N. K. Mitra, Springer-Verlag,
2001; revision received June 26, 2002. Associated Editor: Kenneth S. Ball. Berlin, 2001. ISBN 3540415580.
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x of 1.25 and winglets with an aspect ratio of 1.00 were evaluated,
and the channel height was constant at 40 mm. They reported that
the delta-wing VG provided local enhancements as high as 200
percent and was more promising than the winglets. Overall Col-
burnj factors were increased by 20 to 60 percent at a Reynolds
number of 1360 for delta wings with attack angles from 10 deg to
50 deg. The VG-induced pressure drop was reported to be inde-
pendent of VG type and proportional to projected wing area. In
1991, Fiebig et al.[12}extended this work by considering a
broader range of VG designs. They used delta and rectangular

o, Angle of attack
A, Aspect ratio

Delta wing,
A=2blc

Rectangular
wing, A=b/c

Delta . 1 . X
winglet, wings and winglets with aspect ratios from 0.8 to 2.0, angles of
A=2bic attack from 10 deg to 60 deg, for Reynolds numbers from 1000 to

2000. They again reported local heat transfer enhancements
greater than 200 percent immediately behind a delta-wing vortex
generator and a 60 percent increase in drag. In all of this work,
however, no measurements of vortex strength were reported, and

Rectangular
winglet, A=b/c

Hemispherical

Protuberance z heat transfer data were only presented for one side of the channel

(the side with the vortex generajerthe effect of the vortices on
Fig. 1 Flow manipulators used as vortex generators to en- the facing surface was neglected. Local heat transfer data were
hance heat transfer, along with the relevant geometrical defini- presented along the centerline of the fin extending from the center
tions (adapted from Ref. [2]) of the wing span to the end of the plate. Since the VGs create two

tip vortices, a single measurement along the centerline does not
capture the local effect of these vortices on surface heat transfer.

thermore, due to the highly three-dimensional nature of the floldetailed local measurements of surface heat transfer are required
the streamwise velocity data are of limited value; they provid® accurately evaluate the interaction between these vortices and
information on vortex location but not strength. Yanagihara arttie surface
Torii [7] extended their earlier work by investigating multiple A numerical study was performed by Brockmeier et[&B] to
delta-winglet vortex generators. They concluded that arrays prevaluate the impact of delta-wing and delta-winglet VG in flat-
ducing counter-rotating pairs of streamwise vortices are best foiate channels. A delta wing with an aspect ratio of one was con-
heat transfer. Again all measurements were performed at the sasitered, with attack angles from 10 deg to 50 deg and Reynolds
freestream velocity, and no pressure-drop data were presentaambers from 1000 to 4000. With delta winglets at a 30 deg angle
Even though multiple vortices were being generated, the interaif-attack, an average increase of 84 percent in the Nusselt number
tions between neighboring vortices and the resulting effects @ras predicted at a Reynolds number of 4000. No pressure drop
surface heat transfer were not discussed. predictions were presented. The results of this paper are very lim-

Gentry and Jacoli8] studied the interactions between streamited because of the small size of the computational domain. The
wise vortices induced by a delta-wing VG and the laminar boundhannel length extended only 1.31 wing chord lengths down-
ary layer on a flat plate. They used quantitative flow visualizatiostream from the wing. Although detailed distributions of velocity,
and naphthalene sublimation to study flow and heat transfer inteprticity, and temperature were presented, these results are valid
actions. Using scaling arguments they asserted that a strong vortely for a distance downstream slightly larger than the wing chord
located near the edge of the thermal boundary layer would prigself. The incoming flow used in the computation was a fully
duce maximum heat transfer enhancement. Then, with a potentiaveloped, laminar channel flow, while the temperature field was
flow model of vortex-vortex and vortex-surface interactions, theyodeled as developing. Biswas et[d4] presented a comparison
identified promising VG designs for this simple flat-plate flowof numerical to experimental data for vortex-enhanced, fully de-
The sublimation data were used to prove the predictive ability #eloped, laminar channel flow. The vortices were generated with a
their approach. Because only surface-averaged sublimation ddgdta winglet. The experiments and simulations were conducted at
were obtained, no measurements of vortex strength were repor@dingle Reynolds number of 1580 based on channel height, with
and pressure drop was estimated from theory, the study providediaglet attack angles of 15 deg, 30 deg, and 45 deg. Since a delta
limited understanding of VG enhancement for a simple geometryinglet was used, only one strong tip vortex was generated, so

There have been a number of studies of VG-enhanced hés#eractions between neighboring vortices were not investigated.
transfer to a turbulent boundary layer. Eibeck and Ed8drstud- Comparisons of the computed and measured streamwise velocity
ied a single vortex and, using a Rankine vortex model and veldields showed relatively good agreement between the simulations
ity data, they interpreted their data in terms of vortex circulatioand the experiments. The experiments and the computations
and boundary-layer thickness. Pauley and E4tbh| extended showed the same flow structures, but the magnitude of the veloci-
this work to consider vortex pairs. For common-inflow pairs, thees differed by as much as 20 percent. No local heat transfer
vortices spread and lifted from the surface; whereas, commaesults were presented; instead, the computed, spanwise-average
outflow pairs moved together and lifted from the surface momdusselt number for the side of the channel with the vortex gen-
rapidly than the common-inflow vortex pair. Corotating pairgrator was presented as a function of streamwise distance in the
moved together and coalesced into a single vortex as they wetennel. A peak in the spanwise-averaged heat transfer was re-
advected downstream. This research on streamwise vorticesparted immediately downstream of the generator, and the en-
turbulent boundary layers provides useful insights into vortexrancement decayed downstream. Fanning friction factors were
vortex and vortex-surface interactions and their impact on heaamputed to predict pressure drop performance of the channel
transfer; however, because of the dramatic differences betwdkw. All the computations were confined to a channel extending
laminar and turbulent flows, these results cannot be trivially eless than 4 winglet chords downstream from the trailing edge of
tended to the low-Reynolds-number laminar flow conditions typthe winglet. The effect of streamwise vortices extends much far-
cal to compact heat exchangers. ther downstream.

VG-Enhanced Channel Flows. Fiebig et al. [11] studied Closure. For laminar, flat-plate flow and channel flows, no
heat transfer enhancement using delta and rectangular wings arehsurements of vortex strength have been presented in the lit-
winglets in flat-plate channels for Reynolds numbers betweemature; this lack of data has limited our understanding of vortex-
1360 and 2270 based on plate spacing. Wings with an aspect ratiotex and vortex-surface interactions, and without detailed local
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heat transfer and flow measurements relating the flow structuresegiews of the method16,17]. Specimens are constructed of
the surface heat transfer behavior, the understanding of vorteaphthalene, and direct measurements of sublimation from the
generation on flat-plate and channel flows remains incompletecimens yield local and average mass transfer coefficients. In
Although some numerical work has helped to fill this experimenhe current work, local sublimation depths were measured using a
tal gap, the numerical results are limited by the small computaon-contact, optical technique known as laser triangulation. Our
tional domains and unrealistic flow assumpti¢esy., fully devel- yse of laser triangulation to determine sublimation depths is de-
oped approach floy Furthermore, it is a significant shortcomingscriped in detail elsewherfl8], and on the basis of our earlier
that no local or average heat transfer measurements have bggh 4 2o sublimation-depth uncertainty cf6 um is attained.

_presented for the channel Wa_lll opposite_to that upon which the V&% 3 redundant check, average mass transfer data were also ob-
is mounted. The vortex flow interacts with both sides of the chaps; - 4 using an electronic balance 10~* g) to measure speci-

nel, so investigating the surface heat transfer from both sidesrﬂ n mass change during the wind-tunnel exposure. If the inte-

the channel is important. ted local data and mass change measurements agreed to within

The primary objective of this research is to obtain an increas X L
understanding of the flow structures, heat transfer enhancem percent the dat"’.‘ were deemed satlsfacto_ry. Agreement to within
! percent was typical, and very few experiments were rejected.

and pressure drop penalty encountered in wing-based vortex g 4 ; .
eration. This understanding will be obtained by focusing on thE'® cause for rejected data was usually easy to idefify., the

interactions between neighboring vortices and between vorticd@Phthalene specimen was accidentally chipped during placement,
and the surface for both laminar flat-plate and developing chandf)- .
flows. This study was pursued through an experimental approachAluminum plates were used for the experiments; they spanned
Local and average mass transfer measurements were obtainedfigstest section, were 11.4 cm long and 3.2 mm thick. For flat-
ing the naphthalene sublimation technique. The flow structurBkte experiments, one plate was fixed in the center of the test
were measured with quantitative flow visualization and a vangection; for developing channel-flow experiments, 17 identical
type vortex meter. The pressure drop penalty associated with fgtes were installed, yielding 16 parallel channels with a channel
heat transfer enhancement was also quantified. Experiments weeéght of 5.4 mm. For sublimation experiments, naphthalene was
performed for a variety of fin and vortex generator configuratioreast into a cavity in the plates. The leading edge had a very thin
over a range of flow conditions for laminar, flat-plate and lamina¢Q.5 mm)lip to protect the leading-edge naphthalene from exces-
developing channel flows. Since a primary application of this r&ive sublimation. This lip introduced a very small “unheated start-
search is improving air-side heat transfer performance in compagg length” because the velocity boundary layer started upstream
heat exchangers, the experimental parameter space was desigiafle concentration boundary layer; however, the magnitude of
so that the study spanned conditions typical to those applicatiofise error associated with the unheated starting length was deter-
) mined to be negligible over the entire range of the experiments
Experimental Apparatus and Methods [15].
Flow visualization and vortex measurements were made in the

Apparatus. Mass transfer and pressure drop experiment osed-loop water tunnel typical to the wind tunnel and described

were performed in the wind tunnel shown schematically in Fig. b detail by Gentry and Jacobll5]. Water was pumped from a

The wind tunnel had an elliptical inlet contraction with a 9:1 are I .
ratio, and the flow was conditioned with a hexagonal cell, aIumE—etum plenum to a flow conditioning section where screens and a

num honeycomb and stainless steel screens. The flow area in 1RBEYcOmb were used to shape the flow before it entered the
test section was 15:215.2 cm. Using a 2@um hot-wire anemom- contraction and test section. The water tunnel test section was
eter, the freestream velocity profile in the test section was detéyPical to that used in the wind tunnel. The velocity in the water
mined to be flat to within 3 percent over the entire range of tignnel was measured by recording the time required for a dye
experiments, and the freestream turbulence intensity ranged frB¥arker to traverse a known distance. The water tunnel was
approximately 1.1 percent to 2.3 percent, with an average valuegsiuipped with gravity-feed dye reservoirs and a needle valve to
approximately 1.6 percent over the freestream velocities usedG@ntrol the dye injection rate. Images were recorded using a 35
these experiments. During experiments, the velocity was meam camera and later digitized for analysis.
sured using an ASME Standard orifice plagee Gentry and
Jacobi[15]).

The naphthalene sublimation technique has been used ex
sively to study convection, and others have presented exten

Measuring Vortex Strength. Vortex strength was determined
tLé%i_ng two different techniques. The first method was a direct mea-
sirement using the vane-type vortex meter shown schematically
In Fig. 3. This vortex meter was constructed using a hollow stain-
less steel tube with 0.36 mm ID and 0.61 mm OD; the tube was
configured with a 90 deg bend, as shown in the figure. A wire was
'/3\ /'H inserted into the hollow tube, so that a blind hole 0.36 mm in
diameter and about 3 mm in depth was formed in the end of the
tube. Two vanes were formed by fixing aluminum f@2x0.07
B ~C F~ F G mm) to a small shafté mm long, with a 0.2 mm diameter); thus,
/—‘L D-\ _\ "2 the shaft protruded 4 mm beyond the edge of the foil vanes, and
— its free end was inserted into the blind hole in the end of the
_ — hollow tube. This arrangement prevented the vanes from contact-
H | ing the end of the hollow tube. In order to minimize friction
F between the shaft and the blind hole, a non-water-soluble based
1 lubricant was applied. The vanes of the vortex meter were marked
|7 S0 an unambiguous measure of rotational speed was obtained us-
—— ing a stroboscopic lighting system.
The strength of the vortices was determined by measuring the
Fig. 2 Wind tunnel, with the following components: @) inlet rotation rate of the vorte>§ meter while it was in the vortex tube. In
(B) honeycomb and screens, (C) contraction, (D) test section, Ord_er to know the location of the vc_)rtlce_s, data were obtained
(E) instrumentation access, (F) transition, (G) blower, (H) While the flow structures were being visualized with ink. Measure-
acoustic plenum, (l) flow measurement section, and  (J) dis- ments were conducted for the same flow conditions with and with-
charge to outside laboratory out the ink and the results differed by less than the experimental

J —-=:F
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Fig. 3 This vane-type vortex meter was constructed using a
small steel shaft, wire, a hypodermic needle, and small pieces
of foil, sized to fit within the Thomson—Rankine vortex core Vortex ¢ — - Vortex d
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b
uncertainty (discussed later). The velocity distribution within a ®)
vortex can be modeled using the Thomson-Rankine vortex mod&d. 4 A schematic showing tip vortices and their images, with
[19]. In the forced region induced velocities denoted as  Vj; for the velocity of vortex i
induced by vortex j: (a) vortices over a flat plate, and  (b) vorti-

V.= r f - 1 ces in a channel flow, where only the first-order image vortices
0= 5 2 'orr<a. (1) are shown (images of images are neglected )
In the free vortex region
r 2
r
V,==—— for r=a. 2) _ ( Y
277]’ ay 477'60 '}/2+l 1 (4)

The radius,a—whereV, is a maximum—was estimated usin
flow visualization and local mass transfer datnd it was found
to be 1 to 1.2 mm(=0.2mm) over the entire parameter space
Thus, with the axis of the vortex meter is placed at the center
the vortex tube, the vanes of the meter are just inside the forcg

region, and the vortex meter can be used to estimate the circula-
tion by re-arranging Eq(1) or Eqg. (2), with the radius of the Ay

Swhere vy=26b./s. The _y-velocity can be approximate_d abyy
~Ay/At, and assuming the vortex tube to move with the fluid
ee Batchelor[20]) at a convective velocity equal to the
estream velocity, the transit time is approximated s

x/U,, . Then, Eq.4) may be re-written as

vortex metem,,=r~a 4moUe 1o
~—m17 - "~
I~47%2 N ©) : . (5)
whereN is the rotation rate of the vortex meter. Values of circu- Yy +1

lation obtained with the vortex meter and EG) will be com- sing the flow visualization to determine vortex trajectory, and
pared to values estimated from the technical literature on defiqusAy andAx, an estimate of the vortex circulation is obtained
wings and to the second method used in this study. from Eq. (5) for the flat-plate flow.

The second method for determining vortex strength relies on aror a channel flow, the same idea can be invoked; however, the
potential-flow model and flow visualization to infer vortexgeometry and algebra are somewhat more complex, as shown in
strength from the observed trajectories of the vortices. In the fl ig. 4, and an infinite number of mirror vortices results. A first-
plate flow, the core-to-core and core-to-plate distances were detgiger approximation can be obtained by considering only the first
mined from flow visualization images at streamwise locations @kt of mirror-image vortices and neglecting the interactions be-

1,3,5,7,9, and 11 cm from the leading edge. The core velociyeen the image vorticesee Gentry and Jacofl5] for further
in the y direction for a vortex is due to its interaction with thegetajl)

other vortices and the surface. With reference to Fig. 4, using the
method of images and superposition, theelocity of vortexa 45U ﬂ
can be written as follows: TOcH e Ay

I'= 6
— . . . . Y 1 Y (o—1) ©)
This evaluation was made by locating the center of the vortex using flow visu-

alization and measuring the distance from the center of the vortex to the region of 7’2+ 1 o—1 (0'_ 1)2’}’2+ 1

maximum heat transfer found from the local mass transfer data presented later in the . . . .
paper. It was assumed the maximum local heat transfer coincided with the maximM)\ZnhereUc is the velocity in the Cha.nne‘ﬁc is the distance from the
surface-normal velocity. vortex core to the surface to which the vortex generator was at-
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tached, andr is the ratio of channel height t6, . Equation(6) is  data are presented Rs,=Sh,/Sh,, and this ratio is the enhance-
valid only for the region of the flow before the vortex reaches itment factor for the area affected by the vortex. It should be noted
equilibrium location along the channel centerline. that changingA. by 10 percent leads to a maximum 6 percent
The uncertainty in circulation measurements obtained using theange in theksy, values reported later. The pressure drop results
vortex meter is mainly due to uncertainty in core size, the asan be analyzed in an analogous way; the results are presented as
sumed Thomson-Rankine model, the assumptionrthat a, and @ pressure drop rati®,=AP. /AP, . o
friction on the vane shaft. It is extremely difficult to assess this Mass-averaged and local mass transfer, flow visualization, vor-
uncertainty. An insufficient number of data prohibits statisticdex strength, and pressure drop experiments were conducted for
analysis, and we did not construct meters of varying vane sizes{i-plate and developing channel flows using delta-wing vortex
explore sensitivity to instrument design. Nevertheless, from o@enerators with aspect ratios ranging from 0.5 to 2.0 and attack
experience with the meter we believe a conservative estimateasgles from 15 deg to 55 deg. The Reynolds numbers were chosen
the circulation uncertainty is-30 percent,—15 percent, due to 0 represent conditions typically encountered in compact heat ex-
geometrical-friction and geometrical effects, respectively. It is inthangers, and the inverse Graetz number was monitored to ensure
portant to note that data obtained with the vortex meter mainifat developing conditions existed throughout the channel flow
served as an independent check of circulation obtained from véxperiments. Uncertainty in vortex circulation was discussed ear-
tex trajectory data. Uncertainty in circulation data obtained usidigr- Uncertainty in local Sherwood numbers depends on the local
the vortex-trajectory method can be determined in a straightfétblimation depths and ranged from about 20 percent in regions of
ward manner, using length-scale and velocity uncertainties alfv Shto 5 percent in regions of higBh. TheSh uncertainty at
standard propagation of error methods with E&s.and (6). For @ typical sublimation depth of 6am was approximately 10 per-
the experiments to be reported later, this method has an uncegnt. The highest local uncertainties occur on the periphery of the
tainty of less than 10 percent Ii test specimen, and the lowest uncertainties occur in the vicinity of

) ~ the vortices; thus, the best resolution is obtained in the region of
Interpreting Mass Transfer Data. Naphthalene sublimation jnterest.

experiments were performed, and local and average Sherwood
numbers were obtained from sublimation data in the standard wR¢sults and Discussion
(see[16]and[17]). However, in these experiments the specimen
had a constant naphthalene test area, and VGs of varying sizéaminar Flat-Plate Flow. The flow visualization experi-
were tested. Larger VGs produced flow structures the affectedngnts revealed that under certain conditions a wavy, periodic
greater portion of the test area, giving an apparent advantageck@racter was manifest by the tip vortices, as shown in Fig. 5. The
larger vortex generators in surface-averaged results. A similar sigset of this waviness in the vortex occurred when the core-to-
ation arises when the pressure drop experiments are condudiiede distance was approximately equal to the laminar boundary
with a fixed number of vortex generators per channel. In order tayer thickness. Vortices that remained outside the boundary layer
compare the impact of different-sized VGs on an equal basis, tHigl not exhibit waviness. To our knowledge, there has been no
results are scaled to the affected span of the VG. That is, héior report of this behavior in VG-enhanced flat-plate flows. We
transfer enhancement and pressure-drop data are based on thehtygothesize that it is caused by a “fluid buckling” instability. It is
peatable” span affected by each VG. In this way, the results anell established that the axial core velocity in the delta-wing-
general. The results in heat transfer enhancement and pressggferated vortex is slightly less than the freestream velocity. Thus,
drop penalty will represent the maximum that could be obtainegutside the boundary layer the core is in a state of “tension”;
were many VGs placed at the repeatable span along the leadi®yvever, as the boundary layer develops and the vortex flows into
edge of a fin(typical to applicatioh The results can also be useda region of slow-moving fluid, it enters a state of “compression”.
to predict other VG arrangements by partitioning the fin into Bsing the approach of Bejd@1], the characteristic wavelength of
VG-enhanced and an unenhanced area. Therefore, this presethgbuckling instability is found to be about twice the diameter of
tion based on a repeatable span is the most general approachthgd/ortex streamtube, which we take to be twice the core-to-plate
overcomes VG-size and area ambiguity. This approach requitistance. The observed wavelengths and relative location of the
that the repeatable span be measured. vortex with respect to the boundary layer are presented in Table 1
The area affected by the vortices generated by a particular Vi dimensionless form, and these results support the buckling-
was determined from the flow visualization measurements, lodastability hypothesis. Alternate explanations for this waviness ex-
naphthalene data, and experiments with multiple vortex genera-
tors. Then, the data are interpreted in an area-weighting scheme as
— —_— —_— Dulta-wing Vi
ShAr=ShA.+ ShA, @ | )
and I.I'. 1:1— Flm plate
APA=APA.+APA, . ®)

Sh, is the Sherwood number for the area influenced by the vorti- ’I
ces,A, is the area of the naphthalene affected by the voigy,
is the Sherwood number for the area unaffected by the vortice
andA, is the area of the naphthalene section not affected by thi
vortices. For the experiments to be reported now, the affectes
areas ranged from 15 to 25 émith an uncertainty of-4 percent
as reported by Gentry and Jac@b5T. The total Sherwood num-
ber, Sh, and the baselin8h,, were measured directly. The total
area was the naphthalene-test areaAef=34.8cnf. With A,
known from the experiments, and with,=A;—A., the only
unknown remaining in Eq(7) is Sh.. The average mass transferFig. 5 Two views of an image recorded using dye-in-water vi-
sualization, showing instability in vortices generated by a
“Note that the delta wings all had a chord@f 1 cm, and for 0.25<A<2, the delta-wing VG at the leading edge of a flat plat_e_, with A=1.25,
wing span was set to 0.25<1 cm. The planform area of the delta wing varied ®=35 deg, and Re =1300. The A, periodicity corresponds

from 0.8 percent to 3 percent of the affected area, and it was always less than ®@8ghly to that predicted using the buckling instability theory
percent of the naphthalene test araa, of Bejan [21].
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Table 1 Observed characteristic wavelengths in vortex tube 250 L e S e A A .
waviness and core height-to-boundary layer thickness ratio at o o  A=05 b
onset of waviness for tip vortices above a flat plate The esti- 200 o o A=135 f T
mated uncertainties in X, /d, and &,/6 are 14 percent and 10 o A=20 ]
percent, respectively. 150 . ° Re =800, «=35° . @
™ ¢ 1 (&
Flow Conditions Aw/d,, Data 8-/8 at onset of Z o o ° ° o]
[-] waviness = 100 o =
['] o e :IE
Re=300, A=1.25, 2.14 0.84 50 ° ° -
=35 ° ]
Re=300, A=2.00, 2.28 0.83 I S S— :noo
o =35 0
Rec=300, A=125, 230 0.87 ke, H
a=15"
Re=800, A=0.5, 2.6 0.88 % PO "OI"Re"z""'-é
o =35 300 O R= <
Re =800, A=1.25, 25 0.90 ° o r‘=pw I3
o =35 20 < E
Re,,-=800,l;\.=2.0, 2.28 0.88 T 0 WO © oA=1.25,c>t=35 ° _; (b)
o= > 3
Re =800, A=0.5, 2.83 0.93 = 10 o ° A
0=35" 100 | o 3
Rec=1300, A=0.5, 2.5 0.83 0 5 o 3
o=35° % 0000 E
Rec=1300, A=1.25, 22 0.93 0 B v e b o
=I5 0 5000 10000 15000
Rec=1300, A=1.25, 25 0.92 Re I
=35 W T ]
o a=15 E
250 o a=3 ]
A a=55 3
ist: it may be due to a shear-layer instability caused by the veloc- _ 0 - Re =800, A=125 —
ity field distortion of the vortex. However, because it is clearly : 150 o a ¢ 3 ()
linked with the vortex entering the boundary layer, the instability & o 3
is not due to conventional vortex breakdovaee Pantofi22]) or 100 ° o o e
direct inviscid interaction of the vortex with the surfatlee well- 0 o ':'_:
known Crow instability[22]). % 0 0]
All the tip vortices traveled down the plate with the same gen- P S S E R B E S
eral trajectory. Initially, the vortices are close together and interact 0 9000
strongly with each other, and in this counter-rotating configuration R {‘]

they induce each other to move toward the flat plate. As the vor-

tices get closer to the surface, interaction with the surface biéig. 6 Measured vortex circulation as a function of position
comes important and causes the vortices to spread épatin- downstream from the leading edge of a flat plate, over a range
teraction may be visualized using the method of imag&se ©f (a) VG aspect ratio, (b) Re., and (c) VG attack angle. Closed
induced velocity toward the plate becomes weaker as the vortic¥g10ls were obtained with the vane-type vortex meter, and
spread apart, and they are slowly advected away from the plate%g?n symbols were obtained from the flow visualization data.

the small vertical velocity of boundary layer growth. Peace and

Riley predicted this vortex trajectory in their computatid@s].

Vortex strength and location are both important to the hedecay in circulation, and our experiments show a 57 percent de-
transfer effects of the VG enhancement. The dimensionless vorteay. At Rg=800 and 300, the numerical and experimental results
circulation is shown as a function of Reor various wing aspect give decays of 65 percent compared to 60 percent, and 71 percent
ratios, attack angles, and Ra Fig. 6. Data from both methods of compared to 81 percent, respectively. General support is also pro-
measuring vortex strength are shown in the figure. Apparently, thigled by comparisons to the free delta-wing data of Pohlhamus
strength of the vortices increases significantly with wing aspel@4], which give circulations 10 percent higher than the vortex-
ratio and decreases as the vortices flow downstream. Cleathgjectory data of Fig. &at the first measurement locatjorior
stronger vortices are generated at higheg Red higher attack other conditions, the free-wing data were an average of almost 20
angles. The increase in vortex strength with attack angle is notercent higher than the current vortex-trajectory data. These com-
pronounced as the increase observed with increasinga®eA. parisons provide further support to the validity of the new data,
Data could not be obtained for flow conditions leading to vorteand although this support is indirect, it is consistent.
breakdown, and at the lowest attack angles it was impossible toSurface plots oRRg;, are presented in Fig. 7, where the black
obtain data with the vortex meter. The difference between tip@ints are measurements, and the surface was constructed using a
vortex meter and the vortex-trajectory measurement was 11 pbi-quadratic, least-squares regression to the data. The enhance-
cent at Rg=1300 and 2.5 percent at Re800; this agreement ment effect of the vortices generally increases with aspect ratio,
supports the reliability of the vortex strength data. Further suppattack angle, and Reynolds number, wiRg,=1.4, 1.6, and 1.8 at
for these data can be drawn from comparisons to the literatuRe.=300, 800, and 1300, respectively. The surface plots presented
Peace and Rile}23] provide numerical predictions for circulationin Fig. 7 are all for the same ratio of plate length to wing chord;
as a function of time for a vortex pair approaching a flat surfackowever, it may be of interest to consider the enhancement as a
By assuming a convective velocity equal to the freestream, thes@ction of L/c, especially if such a consideration suggests an
predictions can be interpreted as the decay in circulation whitgtimal VG size or fin length. Although andc were held con-
vortices are carried the length of the test plate. &£e11.25,¢4=35 stant in the experiment&sy, can be determined as a function of
deg, and Rg=1300, the numerical prediction gives a 64 percent =L/c by integrating the local data over varying streamwise
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Fig. 9 Local Sherwood number distribution for a delta wing
attached to a flat plate, with A=1.25, @«=35 deg, and (a) Re,
=800, (b) Re,=1300. Note that in regions of surface-normal in-
flow associated with the vortex pair an enhancement is real-
ized, and in surface-normal outflow regions the boundary-layer
thickens and a reduction in the convection coefficient is mani-

Fig. 7 Sherwood number enhancement for a flat-plate flow as fest. Note also that different scales are used for the two plots.
a function of VG aspect ratio and attack angle at (a) Re,=300,

(b) Re,=800, (c) Re,=1300

Local Sherwood number data fok=1.25, =35 deg, and
. - Re.=800 and 1300 are given in Fig. 9. Comparison to flow visu-
distances. The results are shown in Fig. 84er35 deg A=1.25, gjization images reveals that the region of the largest enhancement
Re.=1300; the local data were integrated over the affected are@yresponds to the location where the vortex flow is toward the
and the baseline data were obtained by integrating local data tgftace. This flow normal to the surface thins the concentration
were unaffected by the vortices. For very short integration lengths, ngary layer and enhances the convective transport. From the
the impact of the vortices is small because the thin boundaye| data one can see that the effect of the vortices with larger
layers give rise to high mass transfer rates. As the plates lengifjation is more prominent. These data show that the vortices
increases, the effect of the vortices on average mass transfepige an influence on the surface heat transfer over a streamwise
more significant with a maximum d?g,=2.1 at RQLZSOOO, and gistance of many wing chord lengths.
x_=3.8cm. The value oRsj, decreases at downstream locations The impact of vortex strength and location relative to the
because the vortices weaken as they are advected downstreamoundary layer can be evaluated by considering the data for Re
=800. The flow visualization data and calculated boundary-layer
thickness show that the cores of these vortices are nearer to edge
22 e — of the concentration boundary layer than at,R&300. Despite
Y ' ' the promising vortex location, the local mass transfer enhance-
ment for Rg=800 is significantly less than for Re1300 at a
given Rg over most of the range of ReThe reason for this
behavior is vortex strength. At Re800, the vortices have an
initial circulation a little over half that of Re=1300. This result
indicates that vortex strength plays a more important role than
vortex location in local mass transfer enhancement.

S
16

Developing Laminar Channel Flow. Vortex trajectories in
the developing channel flow differ from those of the flat-plate
flow. For the flat plate, the vortices spread and then continually
rise away from the surface as they are carried downstream; how-
A =125, 0=35Re =1300 ever, when a second surface is introduced, the flow is bounded.
§ \ortices are generated closer to the side of the channel with the

14

1.2

| SIS WA A W N WA : )
vortex generator, and as in the flat-plate flow, they interact
0 5000 10000 15000 strongly with that surface and spread. As they spread, they move
Fig. 8 Spatially averaged enhancement ratio for the flat-plate toward the channel centerline, carried by the vertical velocity of
flow as a function Reynolds number based on integration the developing flow. Once at the centerline, the symmetry of the
length, with  A=1.25, @=35 deg, and for Re ,=1300 channel causes the vortices to travel in parallel paths down the
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Fig. 10 Two views of an image recorded using dye-in-water
visualization, showing vortices generated by a delta-wing VG at
the leading edge of the channel, with  A=1.25, &=35 deg, and
Re ,=1200
@ 500 I, o sy
. a=35 o ]
center of the channel. This general character of the trajectory is 400 9 a=55 o 7
evident in the flow visualization shown in Fig. 10. The instability ZA_ 125, c/d. = 0.95 . ]
and vortex waviness observed for flat-plate flows was never ob- 300 B T TeT Y A ]
served in the channel flows. Using the flow visualization and nu- T [
merical calculations of the developing velocity profile, it can be 2 0 E & g
shown that for the entire experimental range the vortex cores re- : 3 ]
mained outside the boundary layer of the developing fla®/]; - b .
i.e., the vortices reach their equilibrium position along the center- 100 | e .
line of the channel before the boundary layers grow to the channel s 4 .
centerline. Vortex breakdown was never observed in the develop- PSPPI B BN B IR
ing channel flows in the parameter space considered. Even at the 0 500 1000 1500 2000 2500
largest Reynolds numbers, the strongest vortices remained well Re, {-]  Open Symbol - Flow Vis.
defined and coherent throughout the entire channel. Solid Symbol - Vortex Meter

Vortex circulation, from the vortex meter and trajectory data,.
are presented in Fig. 11. These data were obtained at a positio A ; N -
cm downstream from thg Ieaqlng edge of the channel. Again, i 3:;“:”\'&"%95'ré:g?hs‘a;%elsg?n\'\ég\l"sthwererbltf"?eznﬂsi‘;g 1;599’
two methods for measuring circulation show good agreement. |B1ex meter, and open symbols were obtained with the poten-
most cases, the vortex meter measures a slightly lower vorigy fiow model. Ratio ¢/d,=0.95.
circulation than the trajectory measurement, perhaps due to fric-
tion in the device or higher-order contributions in the potential
flow model. Nevertheless, the two measurements agree to within
20 percent over the entire parameter space. As in the flat-pléde both the wall with the wing and the opposing surface as well
flow, vortex circulation in the developing channel flow increaseas the channel. Results for the surface with the wing are qualita-
with Reynolds number, wing aspect ratio, and wing attack anglévely similar to the single plate results: at the entrance where the
Comparing the channel-flow to a flat-plate flow, the vortex circusoundary layer is thin, the vortex has a little impact, and as the
lations are within about 10 percent for a wing with=1.25 and flow length increases, the enhancement ratio goes through a maxi-
a=35 deg at Rg=1300 and 800. Aside from confirming the re-mum to finally decrease as the vortices weaken. The behavior of
peatability of the vortex measurements, these results show that the enhancement ratio for the surface without the vortex generator
initial strength of a tip vortex depends mostly on the approadh quite different. For this case, the enhancement increases mono-
velocity and wing geometry. The bounding channel did not vitiat®nically over the entire flow length. Near the channel entrance,
the generation of tip vortices by the delta wing VG in this experiRg, is small because the vortices are far from the surface, and the
mental range. Unfortunately, no data on vortex decay in the chaseundary layer is thin. As the flow length increases, the vortices
nel flow as a function of streamwise location were obtained in thinove closer to the surface without the vortex generator as they
study. We anticipate that vortex circulation will decay more rapxeaken. These two competing features—closer proximity acting
idly in the channel flow due to the added “viscous braking” effecto increase the enhancement and weakening circulation acting to
of the bounding surface. reduce the enhancement—result inRg), that is nearly constant

In the channel flow, the vortices affect convection on boths the flow length increases for the surface without the wing.
bounding channel walls. Results for the entire channel, accounti®yerall, the channel shows an increasing enhancement ratio for
for the effects on both walls, are shown as surface ploRgfin  small flow lengths. As GZ* increases, the vortices weaken and
Fig. 12. The trends in these data are similar to those for the flélte enhancement decreases slightly. The results presented in Fig.
plate flow. For all Reynolds numbers tested, the largest enhand&- clearly demonstrate that the vortices continue to be effective
ment ratio was found at the largest attack angle and aspect rdto flow lengths longer than those considered in this research.
(=55 deg andA=2), andRgy, increases with Rg. Significant Measurements of local Sherwood number for=1.25, and
enhancements oRg,=1.2, 1.4, and 1.5 were found for Re =35 deg are presented for several Reynolds numbers in Fig. 14.
=400, 1200, and 200 respectively. As in the flat-plate case, it @n the surface with the wing near the channel entrance, the vor-
interesting to consider a varying channel length by integrating thiees are at their strongest and are located close to the wall. The
local mass transfer data over a variable flow length. The resuléeal effect of the vortices is the most pronounced in this region.
are shown in Fig. 13 for a typical case, where data are presentesiwith the flat-plate data, there are areas of decreased mass trans-

9% 11 Dimensionless vortex circulation as a function of Re dh
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Fig. 12 Sherwood number enhancement for a channel flow as

a function of VG aspect ratio and attack angle at
=400, (b) Rey,=1200, (c¢) Re,,=2000. The data are averaged
over both sides of the complete channel.

fer near the leading edge, where the vortex-induced flow is aw
from the wall. At downstream locations, the enhancement of loc
mass transfer occurs in nearly parallel lines. Contrasting the
results with the flow visualization data, the regions of enhanc
ment are found to correspond to regions where the vortices indt
a surface-normal flow toward the channel wall. This finding i
easy to see by comparing the local distribution of the wing surfa
to the opposite channel wall. At the leading edge and just dow
stream of the wing, the mass transfer rate is low because the fl
is away from the surface. Farther downstream, the effect of tl

SO ———

Side with Wing
— — - Side without Wing|
..... Entire Channel

08 Lvw e b v by vy oo v ala it ]

0 0.001 0.002 0.003 0.004 0.005 0.006
Gz [

Fig. 13 Spatially averaged enhancement ratio for the channel
flow as a function inverse Graetz number based on integration
length, with A=1.25, a=35 deg, and Re ,=2000. Data are pre-
sented for both surfaces of the channel and the channel as a
whole.
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Fig. 14 Local Sherwood number distribution for a delta wing

in a developing channel flow, with  A=1.25, @=35 deg (c/d}
=0.95, L/c=11.43): (a) Re,,=400, (b) Rey,=1200, and (c) Reg,
=2000.

vortices mirrors that of the wing surface, but spacing between the
enhanced regions is larger—a behavior congruent with enhance-
ment corresponding to the surface-normal inflow. The character of
the flow is essentially the same over the Reynolds number range
of these experiments; however, the features discussed above are
more pronounced at higher Re where the vortices are
stronger.

The pressure drop in the channel with delta wing vortex gen-
erators was measured as described earlier, and the results are
given in Fig. 15 asR, versus Rg, for wings with a range of
aspect ratios and attack angles. For each aspect Rytiocreases
with Reynolds number and angle of attack. ForRe000, and
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a=1s apart and move away from the surface as the flow advects them
N Y B AR B down stream. New observations of periodic waviness were ob-
H . 2;55 L S tained. This instability is manifest when the vortex core passes
14 4 oo e into the velocity boundary layer, and we offer conjecture that it is
13 E A=05 ao” : Latan 8,88 3 due to a buckling instability. Vortex breakdown was also observed
- F oo & ] in the strongest tip vortices at Re800 and 1300A=2.0, and
a 12 o a4 0o ] (a) a=35 deg and 55 deg. In general, the measured vortex strength
“F oa 069%,00 0 increased with Re A, and« for the parameter space considered.
U E Jma e, ¢ 3 For A=1.25 anda=35 deg, the vortex strength increased ap-
F 22 o0 3 proximately 200 percent when Revas increased from 300 to
1 E 20 o 3 1300. The vortex circulation decreased with streamwise distance
C ] from the leading edge because of viscous interactions. Local con-
Y R R P BT I vection enhancements as high as 300 per¢emipared to flat-
400 800 1200 1600 2000 Rey, plate flow with no vortex generatowere observed in locations
1.8 —— ' where the vortex flow was toward the surface. Maximum spatially
Fl ° a=15 averaged enhancements of 35 percent, 60 percent, and 80 percent
LTH & a=35 L were observed for the area affected by the vortices for Re
L6 F o a=55 guo® E =300, 800, and 1300. The largest convective enhancements were
s E A=125 .° aa E observed for the strongest vortices, and apparently vortex strength
3 a® (a) (b) 3 (b) is more important than Ioca_tlon relative to the bounda_lry layer.
of 14 3 o aanb 8t For vortices in a developing channel flow, the vortices spread
13 F - Laast as = and travel away from the winged surface—much as in the flat-
12 E B, ,488% 00000006 ,0 %] plate flow—near the channel entrance. Once the vortices reach the
E ol A oo channel centerline, however, the symmetry in the channel flow
LI Fgs E causes the vortices to travel in parallel paths down the channel
| Eea? R L L centerline. No periodic waviness was observed in the tip vortices
400 800 1200 1600 2000 Regy for the experimental range studied. Vortex circulation was seen to
22 —— ‘ — increase with Rg A, and a as with the flat-plate flows. For a
C a=15 o constant wing geometry, the dimensionless vortex strength in-
2 a=35 poa®? ] creased by as much as 300 percent wheg, Rereased from 400
b @ q=55 g ® : to 2000. The vortices had a significant local convective effect on
18 A=20 ad” 3 both channel walls, and although not reported in prior research,
a C 0" ] (¢)  the impact on the non-winged wall must be taken into account
a6 a” ) AA_: when considering the heat transfer enhancement of tip vortices in
1.4 3 o Y ‘ E developing channel flows. Local enhancements as large as 150
s 0 oot oo ] percent(compared to a channel flow with no vortex generator
2k o° . ° coo®00®0°° o J occurred where the vortex flow was directed toward the surface.
[0, 20° M Maximum average mass transfer enhancements of approximately
T L L 1 20 percent, 40 percent, and 50 percent were obtained for the entire
400 800 1200 1600 2000 Re gy channel for Rg,=400, 1200, and 2000 respectively. The pressure

Fig. 15 Pressure-drop penalty for VG enhanced channel flow,
over a range of aspect ratio, attack angle and Reynolds num-

ber: (a) A=0.5; (b) A=1.25; and (¢) A=2.0 (¢/d,=0.95, L/c

=11.43).

drop penalty in the channel flow with a vortex generator increased
with Re;, A, anda. For A=2.0 anda=55 deg, the ratio of the
pressure drop with the vortex generator to the pressure drop in the
unenhanced channel flow was approximately 1.5, 1.7, and 2.1 for
Rey,=400, 1200, and 2000 respectively.

Application of these results might be realized by placing delta-

a=55 deg R, increases from 1.5 to 1.7 to 2.1 as the wing aspegfing vortex generators on the inlet face of a continuous-fin heat
ratio increases from 0.5 to 1.25 to 2.0. For the smallest aspe§ichangersee EISherbini and Jacof5]). The current findings
ratio, R, is less dependent on the attack angle than for larggiipport earlier research identifying trends in heat transfer en-
aspect ratios. For example, at=0.5, the difference between thenancement and pressure-drop penalty as a function of Reynolds
pressure drops for=35 deg andx=55 deg is approximately 10 nymber, attack angle and aspect ratio for wing-type vortex gen-
percent at Rg=2000; in contrast, foA=1.25, the difference in erators, and buttress earlier work showing promise for this en-
these values is approximately 35 percent, anda.0, the dif- hancement strategy. The inclusion of development effects suggests
ference increases to over 50 percent. Similar changes are seefhéN heat transfer engineer might use flow depth and face-area
the Stl‘ength of the vortices generated at these conditions. T[F&jeoffs in Seeking near-optimum’ vortex-enhanced heat ex-
vortex circulation increases by 17 percent, 28 percent, and gRangers. Because of their relative geometric simplicity as flow
percent as the angle of attack is increased from 35 deg to 55 df@nipulators, it might desirable to implement vortex generators
for Rey,=2000 andA=0.5, 1.25, and 2.0 respectively. There argyith adaptive attack angles, so the heat transfer surface can re-
two components to the pressure drop associated with flow oveggond to a demand for increased duty with a higher attack angle,

delta wing in a channel. The first is the form drag over the wingynd when heat duty is not required, the attack angle can be re-
The second component of the pressure drop is the increased Walbed for lower pressure drop operation.

shear stress. A local thinning of the concentration boundary layer
causes the enhancement of mass transfer. The velocity boun

r
layer is also thinned, and the steeper velocity gradient at the w ﬁ,mendature

results in increased wall shear stress that, in turn, increases the A = area[m?]
pressure drop for the flow through the channel. a = radius dividing the free and forced vortex regions,
. [m]
Conclusions A. = minimum free flow arealm?]
For a delta-wing VG at the leading edge of a flat plate, the two b = span of vortex generatdm]

resulting tip vortices interact with each other such that they spread ¢ = chord length of vortex generatdm]
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Subscript

dh

hydraulic diameterd,=4A.L/A; [m]

Graetz Numberx/d,ReySc, [—]

local mass transfer coefficiedin/s]

average mass transfer coefficiem/s]

thermal conductivity]W/m-K]

plate length{m]

mass of naphthalene specimékg] or parameter
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Introduction ing air is enhanced relative to laminar flat channel flow by as

L . . . much as a factor of 4.6 at equal Reynolds numbers and by a factor
Miniaturization of electronic components has increased circult's's -+ equal pumping powerd2—15

junction density and the associated heat loads that must be "eumerical and experimental studies of hydrodynamic reso-

m_oved to maintzin reliable operation. New technolog|es .aHOW nce show that Tollmien-Schlichting waves may also be trig-
micro-scale coolant passages to be cut directly into a variety 9l eqpelowthe critical Reynolds number by modulating the flow
s!llcon circuit subs:trate.s. This technique reduces the thermal {8 4t the natural frequency of the wa\ds5,16]. Experiments
sistance E)etweer_l junctions and coolant passageways compar simulations were performed feparselygrooved passages in
strap-on” heat sink techniques. Moreover, the small dimensionghich two-dimensional waves first appeared atR2000 (the
of the passages lead to very large heat transfer coefficients evegidet of three-dimensional mixing in a flat passage occurs at
low Reynolds numberl,2]. o Re,=2800 [17]. At a subcritical Reynolds number of Re
The small surface area and lack of convective mixing associ-1400 (Re,/Re-=0.7), a 20 percent flow rate modulation at the
ated with micro-channels are a limitation to their heat transf@brrect frequency more than doubled the heat transfer.
performance. Fins, offset strips and jet array impingement are
routinely used to increase convection in full-sized devitgk
However, these features are subject to fouling and manufactura}%il- —
ity problems in micro-scale systems. Moreover, they require tieroblem Definition
use of more powerful prime movers, which may be problematic in The current work has two goals. The first is to determine if
micro-devices. Finally, these techniques are not specifically desonant heat transfer augmentation provides significant enhance-
signed to enhance convective mixing. ment at the low Reynolds numbers where micro-channels typi-
In recent years, a number of researchers have considered madly operate[1,2]. The second goal is to compare the pumping
sage configurations that enhance mixing and heat transfer by tqigwer required to enhance heat transfer using resonant flow rate
gering flow instabilities. Transversely grooved channdls6], modulation with the power required to reach the same heat trans-
passages with eddy promot¢ig8], and communicating channelsfer level by simply increasing the flow rate. In this work, numeri-
[9] all contain features whose sizes are roughly half the chanrell simulations are performed in the rectangular cross section pas-
wall to wall spacing. These structures excite normally dampege with sawtooth walls shown in Fig. 1. The minimum and
Tollmien-Schlichting waves at moderately low Reynoldgnaximum wall-to-wall spacing areH,=0.01 m and H .,
numbers. =0.034 m respectively, and the groove length is0.024 m. This
The current authors have presented a series of studies on fl@@@metry was chosen because it has a critical Reynolds number of
destabilization in rectangular cross section channels with traff8&=350, which is the lowest value of any geometry examined
verse grooves cut periodically into the walls. Visualizations in By Greiner[10]. The large dimensions of the current study were
range of passage geometries show that the critical Reynolds nuiiosen as a practical size for future bench-scale experiments that
ber Re where two-dimensional waves first appear decreases 4 be performed to validate the simulation results. Typical
the spacing between grooves is redu¢@d]. For a sawtooth- Micro-scale dimensions are much smaller. .
shaped wall with no spacing between grooves, two-dimensional'Ve choose theneanwall-to-wall spacing as the characteristic
waves first appear at Re-350, followed by a rapid transition to dimension for this passageéd =(Hin+Hma)/2, with a corre-

three-dimensional mixing11]. Fully developed heat transfer us-Sponding hydraulic diameter &y=2H. This allows the results
of the current study to be directly compared to a flat passage

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF whose wall-to-wall spacing 1s equal to the mean spacing of the

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 22CUITeNt grooved passage. The volume of the flat passage is also
2001; revision received August 12, 2002. Associate Editor: M. Faghri. equal to that of the grooved channel.
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Fig. 1 Spectral Element Mesh. The flow is from left to right 0 : :
and periodic inlet /outlet conditions are employed. o 02 04 06 08 1 12 14 16 18 2

Fig. 3 Orr-Sommerfeld frequency versus wavenumber and

The coolant for this study is modeled as constant-property rodReynolds number
temperature air with thermal conductivily; densityp, thermal
diffusivity «,, molecular Prandtl number Pr, and kinematic vis-
cosity ». The working fluid flows from left to right in Fig. 1. Its amplitude perturbations first grow at a lower Reynolds number of
volumetric flow rate per unit length normal to the plane of Fig. 1Rg,,=2800 and this begins the transition to turbulence.
V(1) = fudy, is modulated sinusoidally with time. The time de- At any location within a plane passage the amplitude of each
pendent Reynolds number based on hydraulic dianigeis perturbation wave varies with timeaccording toe®! sin(2zFt),

U, (t)D > whereG is its dimensional growth rate arEi is its dimensional
Re(t)= Zm=h =V\(t)—==Re,[1+ psin(27Ft)] (1) natural frequency. The values GfandF for different perturbation

v v wavelengths and Reynolds numbers are found from solutions to

In this expression, time dependent mean velocity Us(t) the Orr-Sommerfeld linearized equation of motion. Figures 2 and
=V\(t)/H, Re, is the time mean Reynolds numbey,is the 3 Show dimensionless growth rafe;=27GH/(3Uy) and di-
oscillatory fraction, andF is the forcing frequency. mensionless natural frequen€ly, =27FH/(3Uy) versus dimen-

In this work, simulations are performed for two subcritical ReySionless wavenumber=aH/\ for a range of Reynolds numbers.
nolds numbers Rg=133 and 267, corresponding to ratios of Figure 2 shows that at the critical Reynolds numberc Re
mean to critical Reynolds numbers of R&e-=0.38 and 0.76, ~19.392 anda=1.03, the dimensionless growth rate(=0.
respectively. The higher of these ratios is roughly the same as tA&§S _indicates that perturbations of wavelengi=mH/«
studied by Ghaddar et d4] and Greinef5] at Re,=1400. The = 3-05H are neutrally stableneither grow nor decayAll distur-
lower Reynolds number is deeply in the subcritical range. Simgances for Rg<Re; decay with time since they have negative

lations are performed for oscillatory fractions=0 (steady forc- 9rowth rates. However, for-533<Re,<Re;, each Reynolds
ing), 0.2 and 0.4, and a range for forcing frequencies, number exhibits a maximum growth rate at wavenumbers between

In the next section, linear stability results foflat passage are 1.03<a<1.3. This indicates that certain wavelengths decay more
used to estimate the forcing frequency that maximizes the h&@Wly than the rest. _ _
transfer in the currengrooved channel. We perform numerical Ghaddar et al[4] and Greiner{5] both studied resonant heat
simulations for a range of forcing frequencies centered about tH@nsfer enhancement at re1400. This Reynolds number is in

predicted natural frequencies and determine the effect on tiffi¢ range that exhibits a peak in the growth rate curve. The Rey-
average heat transfer and pumping power. nolds numbers of interest in the current paper arg=-R33 and

267. Figure 2 shows that there are no peaks in the growth rate
; il i ; curves at these low Reynolds numbers. However, both curves are
Lln?ar Stabllll.ty of Pla.ne Poiseuille Flow ) inflected (zero curvaturelat «=1.3, and this appears to be the
Linear stability analysis of flat passage flow is generally used ghly remnant of the peaks observed at higher Reynolds numbers.
determine if certain infinitesimal perturbations grow, decay, Ofhis wavenumber corresponds to perturbation wavelength of
remain unchanged with timgL8]. Linear perturbations to plane = 7H/o=2.4H. The periodicity length of the current grooved
Poiseuille flow are genera”y Composed of traVeIing waves W|th®ssagd_=24 Hminr was chosen to be Compatible with this
range of wavelengths.. All two-dimensional perturbations toavelength H,,;, was chosen instead ¢f because the external
laminar flat passage flow decay below a critical Reynolds nurBhannel flow with steady forcing moves essentially parallel to the
bers of Rg=UDp/»=15,392(the well-known Orr-Sommerfeld x-direction, similar to an ungrooved passadégure 3 shows that
value of Re os=Umah/v=5772 is based on the channel halfat Rg =133 and 267, the dimensionless frequency for waves with
heighth=H/2 and the maximum fluid velocity,.,=(3/2)Up,  ¢=1.3 are),=0.73 and 0.69, respectively. The corresponding
so that Rgos=3/8 Re). However, three-dimensionalfinite-  dimensional natural frequencies at,Rel33 and 267 are there-
fore FN:(SQr/2w)(Um/Hmin):3erRe/(4nH§1in):4.24 and
8.04 Hz, respectively.

Numerical Methods

Figure 1 shows the two-dimensional spectral element mesh em-
ployed in this work. The upper and lower boundaries are no-slip
solid walls, and the flow is form left to rightin the positive
x-direction). The domain consists of four grooves with a domain
lengthLy=4 L. Periodic inlet/outlet conditions are employed to
model fully developed flow. Multiple grooves are employed so
that long wavelength modes, which may exist at low Reynolds
numbers, will be observed. Heat transfer for constant temperature
walls is modeled.

Fig. 2 Orr-Sommerfeld growth rate versus wavenumber and In the spectral element meth¢d9,20]the velocity, data and
Reynolds number geometry are expressed as tensor-product polynomials of degree
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N in each ofK spectral elements, corresponding to a total gritlavier-Stokes solver. The diffusive terms are treated implicity
point count of roughlyK N2, Numerical convergence is achievedwhile the convective terms are treated explicitly. In addition, all
by increasing the spectral ordiit The present calculations wereterms on the right of Eq.3a) are treated explicitly using the latest
carried out at a base resolutionkf=782,N=5. Resolution tests available value for.
with N=7 indicated a 0.096 percent change in Nusselt number atin the steady state cas&/¢t=0), Eq.(3) constitutes an eigen-
the resonant forcing condition for Re267. problem for the eigenpairc( #). The constant corresponds to the
The present simulations use consistent approximation spacegay rate of the mean temperature in xhdirection. As such, a
for velocity and pressure, with pressure represented as polynoiarger value ot implies more rapid decay and more effective heat
als of degreeN-2 [20,21]. The momentum equations are adiaansfer (larger log-mean Nusselt numbern the convection-
vanced by first computing the convection term, followed by dominated limit where the Peclet numbéf,D,,/«, is large, Eq.
linear Stokes solve for the viscous and pressure terms. The dec@a&) becomes a linear eigenvalue problem. In this case, standard
pling allows for convective Courant numbers greater than unitierative methods for computing the lowest value ofcorre-
while maintaining third-order accuracy in time. Full details of theponding to the most slowly decaying modexhcan be used
method can be found if21]. The flow is driven from left to right even when the nonlineact) term in Equation(3a) is not identi-
in the periodic domain by a time-varying body force per unit massally zero. We find that this method accurately computes the de-
fy=(—dp/dx)/p. This forcing is determined so that the masgay rate and Nusselt numbers for steady flows in square and round
flow rate through the domain varies sinusoidally with tif@€].  ducts[24].
The thermal problem for the periodic domain requires careful For steady-periodic flows with periof] the temperature is pe-
treatment. If one simply specifies zero-temperature conditions @idic in time, implyingT(x,y,t+ 7) =T(x,y,t). Sincec is inde-
the walls then the solution eventually decays to zero. To produgendent of time, this implies that(x,y,t+ 7)=6(x,y,t). If the
the desired spatially fully-developed state requires that the tewrlue ofc is not chosen correctly, this condition will not be sat-
perature profiles at the inlet and outlet be self-similar, that igsfied. A robust approach to computigs obtained by multiply-
T(x=Lg,y,t)=CT(x=0y,t), with T=0 andC<1. The solution ing Eq.(3a) by 6, integrating over the domaif}, and simplifying
technique for computing the fully developed temperature field f@s yield:
constant temperature boundary conditions follows the analysis of

Patankar et al[23]. The energy equation and associated initial EE 200\ — 2, 2_ )
and boundary conditions are 2 dt 96 dv Q[(ac uc)6”-ave-veldv “)

7 p— ) While we do not expect the time derivative of the average tem-
EJFU'VT: a- Ve (22) perature(represented by the left-hand side of E4)) to be iden-
tically zero, it will in general be less than the time derivativedof
T(X,Y,t=0)=Tini(X,y) (2b) at any one point in the domain. Moreover, if we integrate the
right-hand side of Eq(4) from timet to t+ 7, the resultant quan-
T(x,y,H)=0 on the walls (2¢) ity must be zero due to the temporal periodicity.
T(x=Lg,y,t) = HT(x=0y,1) (2d) This suggests a two-tier strategy for computingn the un-

steady case. Initially, we determigesuch that the right hand side

whereU=(u,v) is the convecting velocity field determined byof Eg. (4) is identically zero at each time step. This permits a
the hydrodynamic part of the computation. Equati@d) corre- relatively coarse but quick determination ®and 6. We use this
sponds to the fully developed condition where the temperatuyalue ofc to advance for one or more periods, and monitor the
profile is self-similar in each successive domain in the perioditecay or growth off 6?dV. At the end of each trial period, we
sequence, that i§(x+Lg,y,t)=e - T(x,y,t) for all (x,y,t), adjustc until convergence is attained. O_nce the decay constant
wheree °La=C. The decay constant is determined as part of has convergedypically about 15-20 periogisaverages are taken
the computation and is proportional to the log-mean Nusselt nu@er a single period. Simulation times for a single period are
ber. The fact that each domain independently satisfies the honfi@ughly 45 min on a two-processor 500 MHz DEC Alpha cluster.
geneous Eq(2) and that we are considering fully developed so- The current numerical technique has been used to simulate
lutions that are independent ®f,, implies that the solution to Eq. highly unsteady three-dimensional flows at=RE500 in the same

(2) for each domain would yield the same valuecfHence,c ~grooved passage under investigation in the present $fily The
cannot be a function af. Moreover, since the log-mean Nusseltocal and spatially averaged results from that study were in excel-
number is constant; cannot be a function of time even when thdent agreement with experimental data. No experimental data for
flow is itself unsteady. unsteadily forced flow in the current passage geometry are avail-

Any function satisfying the above self-similar condition has thable to validate the results. However, because the Reynolds num-
unique decomposition T(x,y,t)=e *4(x,y,t), where g(x Deris well below the values considered in our previous work, we
+Lg,y,)=0(x,y,t) is a periodic function. Thus, the computa-2'€ reasonably confident of the numerical technique’s ability to
tion of T is reduced to the computation of the periodic temperatuf$curately simulate the heat transfer in these flows.
function 6, and the constant. Substituting this decomposition
. ; Results
into Eq. 2 yields: ] )

Figure 4 shows streamlines for Re267 and =0 (no un-

20 _ 90 . e . .
a—t+u-Vﬁ—a-V20=(a~02+uc)0—2a-cﬂ—X (3a) steady forcing). The critical Reynolds number for this passage is
0(X,y,t=0)= Oinir(X,y) (3b)
6(x,y.)=0 on the walls (3c)
B(X:Ldvyvt)ze(xzovyit) (Sd)

Since the fully developed solution is independent of the initizw @ @ @ @
condition we may arbitrarily assig#,;;, which is typically set to
unity when starting from rest, or to a prior converged result whe

starting from an existing flow-field. EquatidBa) is solved using
a semi-implicit time-stepping procedure similar to that for our Fig. 4 Streamlines for Re =267, steady forcing
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Fig. 6 (a) Reynolds number and (b) fanning friction factor ver-
sus dimensionless time for Re =267, »=0.4
Ft=1.06
Figures 6(a)and 6(b)show the time dependent Reynolds num-
ber and Fanning friction factor versus dimensionless time for
Re,=267, »=0.4 and a range of forcing frequencies 4.74 Hz
<F=<11.06 Hz. The time dependent Reynolds number versus di-
mensionless time varies sinusoidally and is identical for all seven
Ft=1.26 forcing frequencies. The friction factor based on time dependent
pressure gradient is defined as
dp h ﬁ
Fig. 5 Streamlines for Re =267, =0.4, F=5.53 Hz at dimen- f(t)=| - d*(t) = =fy(t) > R& 2 ®)
sionless times  Ft=0.26, 0.46, 0.66, 0.86, 1.06, and 1.26 X 12pUp, &

In this expressionU,, is the time average value df,,, and

Re-=350, and the flow field at this subcritical Reynolds numbef,(t)=(—dp/dx)/p is the time dependent body force, which is
is steady. The flow field is identical from groove to groove. Thdetermined within the simulation so that the flow rate will follow
outer channel flow moves essentially parallel to #direction the prescribed variation. The variation of the friction factor is
with no significant transverse motion. Finally, the grooves amearly sinusoidally with time. The amplitude of the friction factor
filled with slowly turning vortices. oscillation clearly increases with forcing frequency. Careful ex-

Figure 5 shows streamlines for unsteadily forced flow af, Reamination of Fig. 6(b)shows that the time mean value also in-
=267, n=0.4, andF=5.53 Hz. Streamlines are shown at sixreases withF. The phase shift between the friction factor and
equally spaced dimensionless tim&,=0.26, 0.46, 0.66, 0.86, Reynolds numbe(flow rate)increases with forcing frequency as
1.06, and 1.2@see Eq(1)) after periodic flow is established. Thewell. For F=6.32 Hz, the phase shift is nearly one quarter of the
streamlines at each time are essentially symmetric about the chaseillatory period, corresponding to a phase angle of neaf2y
nel centerline, and the flow field is identical from groove to Because the flow rate varies with time, the pumping power
groove. The flow in the grooves is not strongly separateBtat required to modulate the flow also varies during the forcing cycle.
=0.26, which is just after the maximum flow rate is reached. the pumping power per unit volume i&J(,)(—dp/dx). Figure
exhibits only small vortices on the leeward surface of eadb(b)shows thaff(t) (and hence the pressure gradierdp/dx) is
groove. For 0.26€t<0.86 the flow rate decelerates and thempositive and negative during different portions of the oscillatory
begins to re-accelerate. During this period the vortices grow apériod. Power must be supplied the flow during periods when
their centers move downstream. The vortices essentially disappeadp/dx)>0, and may be extractedrom the flow when
at Ft=1.06 when the flow begins to strongly accelerate. We sé¢e-dp/dx)<0. The dimensionlesime-averagepumping power
that modulating the flow rate under these conditions clears awqyantifies thenet power input required from an external prime
the slowly turning groove vortices observed in Fig. 4. mover. This quantity is defined as:
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Fig. 7 Dimensionless pumping power versus forcing fre- Fig. 8 _Spatial variation of local bu[k Nusselt number at Re m
quency, Reynolds number and oscillatory fraction =267 with steady and unsteady forcing
an energy storage and return system. The net pumping power
levels reported in Fig. 7 represent a lower limit for a reversible
F (D 3 UFdp system.
V=-—— —— (HVy(dt Figure 8 shows the spatial variation of the local Nusselt number
p\v o dx z Se :
for Re,,=267 for steady forcingpy=0 and for unsteady forcing

Ft=1 with »=0.4 andF=5.53 Hz. Results from all four grooves are
=Refnf f(Ft)Re(Ft)d(Ft) (6) plotted in the figure but essentially overlap. The local Nusselt
0 number is based on the hydraulic diameter and projected surface

The second equality in this expression shows that the dimensiShed and defined as:

less pumping power may be evaluated by time integrating the dT,,

product of the friction factor and Reynolds number data presented - E(X) D

in Fig. 6. The phase shift between Redndf(t) therefore affects Nu(x) = T ll ©)
p(X S

the integration.

Figure 7 shows the dimensionless time-average pumping pPovwgrthis expression, the temperature gradient is evaluated in the
versus forcing frequency at Re 133 and 267. Results are pre-girection normal to the wall and the wall direction cosinesis
sented forp=0 (steady forcing), 0.2 and 0.4. Results are alse-0.7071. The local bulk temperature is
presented for a flat passadesing f=24/Re, in Eq. (6)). For
steadily forced flow =0) the grooved passage pumping power T = JUm(X,Y) Tin(X,y)dy
is roughly six times larger than the flat passage level for both b(X) = Sum(x,y)dy

(8)
Re, =133 and 267. The smaller minimum wall-to-wall spacing in .
th?grooved channel causes this. P 9 whereu,(x,y) and T,(X,y) are the local velocity and tempera-

At Re, =267, the pumping power aj=0.4 is roughly 40 per- ture time averaged over one forcing cycle, and both integrals are

; . evaluated from the top to the bottom of the domain.
cent higher than that for steady flow. However, the pumpln% The heat transfer on the windward surface of the groove (0.5

power is minimized aF=7.5 Hz. Figure 6 showed that both the PR

amplitude and mean value &ft) increase with forcing frequency. =X/L=1) is significantly greater than that on the leeward face

However, thephase shiftbetweenf (t) and Re(t) causes the net(0=X/L=0.5) for both steady and unsteady forcing. This is
caused by the rotation direction of the groove vortex. The inflec-

power requirement to decreasefancreases fof < 7.5 Hz, and tion atx/L=0.3 is caused by the impingement of the groove vor
then increase at higher forcing frequencies. At,R267 and R - . )
! '9 Ing frequenct hn Y dpx at that location. The strong clearing of the fluid from the

=0.2, the net pumping power is roughly 11 percent higher th h s 4

for steadily forced flow, but it is minimized #&=6.3 Hz. The 9roove aty=0.4 andF=5.53 Hz(seen in Fig. Scauses the heat

forcing frequencies that minimize the pumping power are som an;fer at all locations to be significantly higher than for steady

what smaller than the predicted resonant frequency Fqf or'(__:_lng. 9 sh he | N | b forci

=8.04 Hz. Nonlinear effects at finite oscillatory fractions may igure 9 shows the log-mean Nusselt number versus forcing

cause the lower frequency. requ%n?y at RO,gTBSdan? 257. )Grgc;veddchoazn(_erlhres#lts are pre-
_ ; _ ; _ sented forp=0 (steady forcing), 0.2 and 0.4. The flat passage

AURe,=133, the pumping power aj=0.4 is roughly 20 per mNusselt number Ny,=7.54 is based on laminar flow (Re

cent higher than that for steadily forced flow. The minimu . . . -
pumping power is a =4 Hz, which is also somewhat lower than$2800). The natural frequencies predicted from linear stability
; theory are also shown. The log-mean Nusselt number is based on

the predicted value ofy=4.24 Hz. For»=0.2 the pumping ‘ S .
power is within 1 percent of that for steady forcing. Eh;irp])(recge;ted surface area and the mean hydraulic diameter and is

The pumping power data presented in Fig. 7 represent the mi
mum input from a prime mover iéll the work extracted during QD Hc
periods of (~dp/dx)<0 is delivered back to the flow during NuLM=m=RemPr7 9)
periods of (dp/dx)>0. A flexible bladder or cylinder/flywheel priLM
device may be able to extract some energy from the flow amd this expression, the total heat transfer rate per unit length nor-
deliver it back at appropriate times in the cycle. However, frictiomal to the plane of Fig. 1 iQ=pV\[Tgx-0)— Tax=Lq)]): the
and finite speed will not allow this device to operate reversiblyrojected surface area per unit length normal to the planf,is
The net energy input for a real device will depend on the design ef2Ly, and the log mean temperature difference Tigy
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(n=0) grooved channel. Figure 10 shows that a flat passage op-
L. (note thatTar. o /Tar . ~=eCld wherec is the eigen de- erating in the transitional regime requires significantly more
CLq, (note thatT o) /Te-Ly=€" <, wherecis the eigen de pumping power than a grooved passage operating at a low Rey-

cay rate constant described in the numerical methods sgction . X ;
For steady forcing $=0) the grooved passage Nusselt numbé?c"ds number. Oscnlatory forcing g_reatly increases the groov_ed
assage heat transfer with only minor changes in the pumping

increases with Reynolds number even though the laminar flat pQ a . X SO
sage value is constant. The steadily forced grooved channel NJEWe'- At Rg=267, oscillatory forcing with»=0.4 nearly
bles the heat transfer compared to flat passage flow with no

selt numbers at Re=133 and 267 are 23 percent and 30 per ; . .
above the flat passage value, respectively. increase in net reversible pumping power costs. Alterngtely, to
The heat transfer exhibits a resonant response to oscillatd ch 3 heat transfer .li\éel OdeJ‘JZ %0’ osc_ltlla(;gy flow in a
forcing and peaks at forcing frequencies that are somewhat bel OVed passage requirédio orders of magnitudeess pumping
ower that a flat passage system. This conclusion is based on a

the values predicted from Orr-Sommerfeld theory. Table 1 su . . . -
marizes the peak enhancement factors for different unsteady err%\_/ersmIe energy extraction and delivery system. Oscillatory forc-

ing conditions. For Re 267, the peak heat transfer with=0.4is "9 requires special plumbing systems and increases the complex-
atF=6 Hz and is 50 percent above the steadily forced value. TR of the prime mover. However, it appears to be a very effective
peak with »=0.2 is atF=6.7 Hz and is 26 percent above thenethod of increasing heat transfer in low Reynolds numbers sys-
steadily force case. For R&33, the peak heat transfer with tems such as micro-channels, especially if prime mover pumping

=0.4 is 20 percent above the steadily forced value and B atPoweris limited.
=3.1 Hz. The peak withy=0.2 is 6 percent above and is k&t

=3.3 Hz. By comparison, resonance in a sparsely grooved pas-

sage at Rg=1400 with »=0.2 increases the heat transfer by 100

percent[4,5]. These data show that the maximum heat transf@onclusions

e.nhancemen_t factors increase with Reynolds number and with 0576 effect of flow rate modulation on hydrodynamic resonance
cillatory fraction.

Figure 10 shows the log-mean Nusselt number versus net and heat transfer enhancement in a transversely grooved passage

; ) as numerically simulated using a two-dimensional spectral ele-
versible pumping power for %}33 and .267' Results at eaChment technique. Linear stability theory was used to estimate the
Reynolds number are given foy=0 (steadily forced floy, 0.2

and 0.4. Comparisons are also made to flat passage results inn} tural frequency that maximizes the effect on transport. Simula-

laminar and transitional regimes. For a flat passage the flowt# s were performed at moderately low mean Reynolds numbers
laminar up to Rg=2800 and the fully developed Nusselt numbegsgfg‘;ﬁs and 267, with 20 percent and 40 percent flow rate

:S |ndepenF1ent of Reyno_lds nufrfber. Atn*;,f’zsoho th(:filmtlansmn- The pumping power required to modulate the flow rate at given
ess pumping power i¥ =Re;, f=1.88x10° (wheref = 24/Rg,). oscillatory amplitude wasinimizedas the forcing frequency ap-
In the transition region Rg>3000, the Nusselt number increasegyrgached the natural frequency. However, the flow mixing and
with Reynolds numbers and hence with pumping polsi]. ~  heqt transfer levels botincreasedas the natural frequency was
Grooved passage heat transfer levels are significantly highgfyroached. Hydrodynamic resonance enhances heat transfer at
than those in flat passages for the same pumping power. Since nolds numbers as low as Rel33, which is applicable to
flat passage laminar Nusselt number is independent of Reynoidz,, nheat transfer devices. However, as the Reynolds number
number, a plane channel needs to operate in the transitional figereases, the oscillatory fraction required for a given enhance-
gime to reach the Nusselt numbers calculated for a steadily force@nt factor increases.
Flat passages need to operate in the transitional regimg (Re
>3000) to achieve the heat transfer levels calculated for grooved

=[Tex=0)~ Tex=La)) /IN[Tex=0)/ Tex=La] = [Tex=0— Tex=Lgl/

Table 1 Peak enhancement factors for different mean Rey- passages at Re=133 or 267. As a result, oscillatory forcing in a
nolds numbers and oscillatory fractions grooved passage requires twaders of magnitudéess pumping
Rem n NUmax/NUy=0 power than flat passage systems for the same heat transfer level.
267 0.4 1.50 Oscillatory forcing may require _special plumbing systems and in-
267 0.2 1.26 crease the gompIeX|ty of t_he prime mover. Howevgr, it appears to
133 0'4 120 be an effective method of increasing heat transfer in low Reynolds
: . number systems such as micro channels, especially when the
133 0.2 1.06 pumping power is limited.
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Nomenclature

¢ = decay constant
Dy = hydraulic diameter, &
F = dimensional frequency
Fn = dimensional natural frequency predicted from linear
stability theory
f = fanning pressure gradient
fy = fluid body force per unit mass in thedirection
G = dimensional growth rate
H = mean channel wall-to-wall spacing
Hmax = maximum channel wall-to-wall spacing
Hmin = minimum channel wall-to-wall spacing
k = fluid thermal conductivity, 0.0263 W/m° C
K = number of spectral elements
L = groove length
Ly = domain length
N = spectral element order
Nu, = bulk Nusselt number based on projected area
Pr = fluid molecular Prandtl number, 0.70
Re(t) = time dependent Reynolds numbgk,,(t)Dy, /v
Re. = critical Reynolds number
Re, = time mean Reynolds number
t = time
T = temperature
T, = bulk temperature
u,v = velocity components in the andy-directions
U, (t) = time dependent meaxvelocity at the mean channel
o cross-section
U, = time average value dfl ,,
Unax = Maximumx-velocity at the mean cross-section
Vy = volumetric flow rate per unit channel width
Greek
a = dimensionless wave number
a; = thermal diffusivity, 2.6 10 ° m%/s
v = fluid kinematic viscosity, 1.8410 ®> m?/s
n = oscillatory fraction
¢ = dimensionless pumping power per unit volume
0 = periodic temperature
p = fluid Density, 1.006 kg/m
7 = period of local time variations
) = computation domain
Q); = dimensionless growth rate
), = dimensionless natural frequency
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Introduction niques similar to the conventional discrete ordinates mefthod

. . N . ﬁtandard NAG and IMSL routines were used for the spatial opera-
Heat conduction at very small scales is becoming increasingly Majumdar and co-workel,7] also used a discrete ordi-
important in the develc_)pment O.f microelectronics, thin films, Slhates method with an explicit Ehler scheme for unsteady terms
perlattices, nanomaterials and in short-pulse laser heftihgn

i insul SO devi ¢ | hin | fand an upwind differencing of spatial derivatives. These studies
silicon-on-insulator(SOI) devices, for example, a thin layer of yere ysed to study the conduction behavior of one-dimensional

silicon is supported by a thick low-conducting silicon d'ox',d%yers in the presence of various scattering mechanisms, both gray
Iaye_r. Later_al conduction in the silicon layer is critical in mainyng frequency-dependent. Sverdrup ef4].developed a similar
taining device temperature at acceptable _Ievels. As device d'm‘?ﬁ‘ethodology to study the problem of electro-static discharge
sions fall further, and the silicon layer thickness falls below th&SD) in microelectronics. Here, the interest was in delineating
phonon mean free path (=300 nm at room temperaturesub- the effect of a small unsteady heat source due to electron-phonon
continuum effects are expected to become increasingly importaggattering on the predicted temperature field. Clgronsidered
Phonon confinement effects due to boundary scattering have bge effective conductivity of layers of sub-micron thin films using
shown to decrease the effective conductivity of thin silicon layegs semi-analytical solution to the RTE. A semi-analytical approach
[2] with deleterious effects on the thermal control of microeleavas also taken in predicting non-equilibrium heat conduction in
tronics. When the size of heat sources becomes comparaldle tcthe vicinity of spherical nanoparticles [8].
again, sub-micron effects must be accounted [f8/4]. Sub- Nearly all published work in this area is for simple canonical
continuum interface effects become very important in superlageometries, and there exist few broadly applicable general pur-
tices and periodic thin film structur¢S]. Since measurements arepose methods for predicting sub-micron conduction in real appli-
difficult to make at sub-micron scales, simulation is playing acations. In recent years, efficient unstructured solution-adaptive
increasingly critical role in understanding sub-continuum heéihite volume methods for the solution of the RTE have been
transfer. However, general purpose simulation methodologies developed11] to address a variety of complex thermal radiation
main to be developed. problems. In this paper, we extend this class of finite volume
Heat transfer in semiconductors and dielectrics occurs by phwethod to the solution of both steady state and transient phonon
non transport. At very small length and time scales conventior@pltzmann transport equation. Both gray and frequency-
analyses using the Fourier law can yield erroneous regiili. If  dependent problems are addressed. Conjugate heat transfer be-
L/A<1 but M/L<1 and phase/coherence effects can be néwveen sub-continuum and Fourier conduction regions is consid-
glected, phonons can be treated as particles and the Boltzm&h@d. Results using the method are compared to previously
Transport EquatiofBTE) may be used6,7,8,5,3,4]. An analogy Published solutions and are shown to be satisfactory.
between the photon BTE in the relaxation time approximation and
the radiative @ransfer eq_uati_(ﬁHI_TE_) in thermal radiatior_1 has long Governing Equations
been recognizedl6]. This similarity has been exploited by re- s ) o )
searchers in developing numerical methods for solving the BTE.We consider a domain consisting of both sub-continuum and
Kumar et al. [9] developed a differential discrete ordinate§ontinuum regions. For the purposes of this paper, a sub-

method whereby the angular domain was discretized using te@@ntinuum region is defined as one for which the ratiéL
=0(1). Forsuch regions, heat conduction is described by the

Contributed by the Heat Transfer Division for publication in th®URNAL OF phonon Bolyzmann transport equatlon_' Continuum .reglons are
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 14,hose for Whl(.:hA/.L<O(1). Forsuch regions, the Fourier law for
2001; revision received July 22, 2002. Associate Editor: D. Poulikakos. heat conduction is assumed to hold.
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The phonon Boltzmann transport equation may be written in ,(9=1,(s)
the relaxation time approximation in terms of the phonon distri-
bution f,(X,y,z,t,w,v) as[7]: wh

of, fO—f,

— v f, = (1) For continuum regions, the corresponding condition on the tem-

at To perature is
Here, w denotes a dependence on the phonon frequency, which CKVT-n=0
ranges from zero tay, the Debye cutoff frequencil2]. 7, is
the relaxation time, which typically depends on the frequency and|nterfaces Between Continuum and Sub-Continuum Regions.
temperaturev is the velocity vector in the directiomand is given Here, the net phonon energy impinging on the interface from the
by: sub-continuum region is balanced by the conduction heat flux in
@) the _continuum_ region. If the i_nterface norm@&lpoints into the

continuum region, we may write

ere

S=s—2(s-n)n

v=vs=v(sin # sin ¢i+ sin 6 cos ¢j+ cos Ok)

Herev is the phonon group velocity. The anglésnd ¢ are the "

polar and azimuthal angles defined with respect to the global Car- f "j | sndQdew=—kVT-n 9)
tesian systemx,y,z). For clarity, we assume a single group ve- o Jaz®

locity independent of frequency. More complex dispersion rela- . ) )

tionships are easily incorporated if necessary. We assume tR&uation(9) determines the interface temperatdigof the con-
64/T>1 for simplicity; this restriction is also easily relaxed. tinuum region. The condition on the outgoing phonon intensity is

Similar to[6], we define a phonon intensity as given by Eq.(6).
1
- 2 Recovery of Temperature
lo pppA v, hoD(w) (3)

In sub-continuum regions, an equivalent equilibrium tempera-
Here the summatiop is over the three phonon polarizatiorizis ture may be recovered from the phonon intensity field. If phonon
the Debye density of states arfid=h/2s. Similar to Majumdar frequencies in the rangeog — w,) are considered, the equivalent
[6], we may write the equation of phonon radiative transféemperature is found from

(EPRT)as 4
[FONT) —FOuT) e = fwzf 1.d0 do  (10)
14l, 121, 1M —F\ N ]—=— o
——+V-(sl,)= 4 m 4w o, Jan
voat U0 If the rangew;— w, does not cover the range {0°), Eg. (10)
19 is given by represents an implicit equation ih and iteration is required to
¢ recover it.
o 1
l,=—1] 1,dQ (5) .
4 ) 4 Numerical Method
where() denotes solid angle. A detailed description of the basic method is available in our

previously published papef41,13]. The treatment of continuum

B d Conditi regions is described in our previous publicati¢hd]. We briefly
ounaary Conditions summarize the main ideas behind the discretization of the BTE
Though a variety of interface conditions may present thenbelow.

selves in micro-scale applicatiofiS], we consider the followin . o . o . . .
pp 0S] 9 Discretization. The spatial domain is discretized into arbi-

boundary conditions on the phonon intensity in the present paper.
y P vy P P ptrary convex polyhedral control volumes. The angular spacat4

Thermalizing Boundaries. Thermalizing boundaries are any spatial location is discretized into discrete non-overlapping
boundaries at which the temperature may be assumed given. Scchtrol angles();, the centroids of which are denoted by the
boundaries are assumed to be perfectly absorbing. They com&ection vectors, and the polar and azimuthal anglgsand ¢; .
spond to black given-temperature boundaries in radiative transféach octant is discretized inté,x N, solid angles. The angles
Here, for directions outgoing from the boundary-1{<0), the and ¢ are measured with respect to the global Cartesian system
intensityl ,, in a frequency ranged{; — w,) aboutw is given by  (x,y,z). The angular discretization is uniform; the control angle

0y extents are given byA# and A¢. The frequency domain (0
f l(9dw=(F(\Tp)—F(\,Tp))o T/ 7 (6) —wa) is discretized inN,, frequency bands of extertw; these
w1 bands need not be equal in extent, but for simplicity, they are
assumed so in the development that follows.

For each discrete directianEq. (4) is integrated over the fre-

%uency band\ w, the volumeAY, of the control volumeCO in

HereN=2nv/w. F(\T) is the emissive power fraction associ-
ated with the phonon equilibrium distribution function and i

given by Fig. 1, the solid angl€); and the time steft to yield

15 (= £de AVoAQ AVoAQ

FOAT)=— @) _n-1,A%0A0 _ oy Ao

), nr ef—1 (Hik=lik ) AT +Z |A[I ik = (1= i) o
Here, C,=hv/kg, where kg is the Boltzmann constant. The (11)
Stefan-Boltzmann constant for phonons is taken t¢&de Here, |, is the band-integrated cell centroid intensity in the direc-

2K tion i and the frequency bandand is given by
B

o= ——
40ﬁ3U2 lik:J’ dew
Awy

Specularly Reflecting or Symmetry Boundaries . At a
specularly reflecting boundary with an outward-pointing normal and is used as the solution variable. The variaBlis the angular
the intensity in the outgoing directions is given by average ofl;, at the cell centroid and is given by
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d ing values to resolve nonlinearities. An algebraic multigrid
scheme is used to solve each nominally linear set, as described in
Mathur and Murthy{13].

Results
\ Ballistic Transport. The numerical method presented above

has been validated for several steady state cases by applying it to
the solution of the RTE11,15,16]. In order to validate the method
for transient cases, we first consider the ballistic transport limit of
the BTE for heat transfer between parallel plates separated by
lengthL. Assuming gray behavior, the governing equation is

14l -
~ o TV(sh=0 (17)

The left boundary is held ak;=30 K and the right boundary at
T,=300 K. The medium is afl=T, att=0.
The exact solution for this problem can be easily determined.

\\ For t* <1, the net irradiatiorG defined as

1
G:—f 1dQ (18)
4 A
Fig. 1 Control volume for phonon energy conservation in L
direction s is given by
oo [Ga1=§)+GE i x*<t*
G(x*,t*)= . 19
( ) G, otherwise (19)

o 1 whereé=0.5(1-x*/t*), x* =x/L, G,=0oT; andG,=0T3. We
'kzﬂ E. liAQ (13)  define an equivalent temperatufies (G/ o) ¥* and its nondimen-
sionalized value a$* =(T—T,)/(T;—T,). Numerical results for
Variables at the previous time are superscripted {); values at the variation ofT* alongx* are compared with the exact solution
the current time are un-superscripted. A fully implicit scheme ist two time instants in Fig. 2.
used in Eq(11); consequently, the transport and scattering termsAs indicated by Eq(18), G is composed of the solution of the
are evaluated at the present tinhg.; is the intensity associated BTE over all directions. For any given directisnthe solution for
with the directioni and the frequency baridat the facef of the the intensityl in that direction is a step function, moving with a
control volume. The quantity, is scattering time constant in thespeedv. In other words, the profile foG is composed of an
frequency band. J; is a geometric factor defined below. infinite number of step solutions. Thus, even though the e®act
For unstructured meshes, cell faces are arbitrarily oriented wigiofile is linear, this problem is quite challenging from a numeri-
respect to the angular discretization, and control angle overhagy solution point of view. Good spatial as well as temporal accu-
results[11]. For directions with no control angle overhang, weacy is required to minimize the numerical diffusion that tends to
write smear the step solution in any given direction. Even more impor-
tantly, thecombinationof intensity profiles in all directions must
Ji=8, j f ssin 6 do dé (14) t_>e correctly rgpresent_ed or else unphysical wiggles irGttqu-_
Aot Ag tion result. This combination of effects can be observed in Fig. 2.
At t*=0.1, the coarse solutiofobtained using a 40 cell mesh,
2X1 angular discretization ansit* = 1/40) is much more diffuse
A compares to the fine solutignbtained with a 160 cell meshy&
8,=— (15) angular discretization andt* =1/400). Att*=1.0, the coarse
|Al solution exhibits wiggles in the profile. This results from

whereg, is

Using a standard “step” approximation foy, ¢ [10]

| |ik,f:.|ik,upwind | . 061 Exact
Herel i upwingiS the value of; in the “upwind” cell. Higher-order 05 e c
reconstruction of the face value is also possidl8]. For direc- ’ oarse
tions with control angle overhang, a pixelation approach, de- ~ R - = = "~ Fine (8x1)

scribed in Murthy and Mathurl1] is used. Each control angle is 0.4 QD e—— Fine (16x1)
pixelated intoN, XN, pixels which are used to compute the :
fraction of control angle overhang, which in turn determines the Tos3
fraction of the neighbor cell values used to writg; .

Solution Procedure. The intensity equations result in a set of ozt

coupled nominally linear algebraic equations at each discrete time
instant. An implicit time marching scheme is adopted. Intensities ~ ©-!
in each band are coupled through tHé term. For the boundary
conditions considered here cross-band coupling occurs only at 097 05 04 | ¥ 1.0
conjugate boundaries when phonon energy is redistributed across e

frequency. At any given time step, the intensities in each direction

in each band are solved sequentially and iteratively, using prevailFig. 2 Ballistic transport: comparison with exact solution
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the coarse angular discretization. The intensity in a given solid 1.0
angle is convected with the same speed; when the solid angle is
large, gross errors in the combined speed of the thermal wave
result. Thus, in addition to fine spatial and temporal discretization, 0.8F
fine angular discretization is also required. Witk Band 16X 1
discretizations the solution is significantly better. Since many
micro- and nano-scale thermal problems operate close to the bal-
listic limit, this example points to the need for sufficient angular T
resolution in any unsteady computation of phonon transport. 04k

Numerical

06

Unsteady Conduction in a Thin Diamond Film. We con-
sider here the case of unsteady heat conduction in a diamond film
of width L, similar to the problem considered by Majumdar and
co-workers[6,7]. The film is initially atT,=300 K. Att=0, the [
left boundary is raised t®, =301 K. The objective is to compute ool ) ey
the time evolution of the equivalent temperature defined in Eq. ~ 0.0 0.2 04 . 06 0.8 1.0
(10). Two phonon scattering processes are considered, impurity X
scattering and Umklapp scatterifig]. For impurity scattering, the
relaxation timer; is taken to be:

02l

Fig. 3 Conduction in diamond thin film: comparison with ex-
act steady-state solution

1

T =
ad v were done forr=2.24 and indicate that the maximum error in the
Here, R is the radius of the lattice imperfections,is a constant equivalent temperature with respect to finer discretization is well

that is approximately unity, ang is the number density of impu- under 1%.

rities. The scattering cross-sectidnis taken to be Steady State. The exact solution to one-dimensional gray ab-

& sorption in a plane slab in radiative equilibrium is given[Ap]:
d=7R?
E+1 T4-T5 1 o L
where ‘Db(T)—ﬁ—i Ez(T)+fO Op(7)Ey(|7—7')dT
wR (25)
&= o The exact steady state solution to the non-gray scattering problem

may be constructed by using E(R5) on a band basis. For a
Values of the constants used are given in Table 1. For Umklafrequency band spanning the rangg o, 1), the band equiva-

scattering, the relaxation time is taken to be lent irradiationG, /o= T may be found by interrogating E(25)
T 0 with boundary temperaturesF(\ T;)—F (A1 T1))¥*T, and
Tu=A—exp<—d (FONT2) — F(A1T2)) Y4T,. The acoustic thickness is based

yT

on the band relaxation timeg,. The overall equivalent tempera-
Values of the constantd, v and Debye temperaturg; are given

ture may be found by

in Table 1. Mathiessen'’s rule is used to obtain the combined time . .
constant of the two scattering processes: T :Ek Ty

i: £+ i Figure 3 shows a comparison of the computed finite volume

o T Ty solution at steady state with the exact nongray solution for three

) ) __acoustic thicknesses. The comparison is found to be good. Tem-

Frequency-dependent calculations are done using three differgBature jumps are seen at the boundaries for low acoustic thick-
film thicknessesl. =0.1, 1.0 and 10.Qum. At the frequency cor- pegses; similar to those found in thermal radiation problems: these

responding to the dominant energy fm=KkgT/%), the acoustic j;mps would not be present in corresponding Fourier conduction
thicknessL/v 74om for these three values ranges from 0.224 Qg tions.

22.4. A mesh of 80 cells is used. An angular discretizafign
XN, of the octant of 2X1 is used for all but the lowest acoustic Unsteady State. Results for unsteady state for the three acous-
thickness, for which an angular discretization of #is used. The tic thicknesses are shown in Figga$-(c). Corresponding plots
frequency domain (8 wy) is divided into 29 equal frequency for Fourier conduction are also shown. The latter are computed
bands and the relaxation timg, in each band is evaluated at theusing the methods outlined ifil4]. For acoustic thickness
mid-point frequency. A dimensionless time st&f/(L/v) of 0.01 7=0.224, the wave nature of transport is clearly visible, though
is chosen. Numerical experiments varying these discretizatiopgattering tends to spread the wavefront somewhat. The Fourier
solutions tend to reach steady state too quickly for low acoustic
thicknesses, and do not exhibit the temperature jump at the bound-
Table 1 Physical properties of diamond aries either during the time-evolution or at steady state. For larger
7, the discrepancies between the BTE and Fourier solutions de-

Propm"ty ‘ Symbol Value . crease, but substantial differences in the evolution speed exist

Impurity number density n 0.154 x 10 (3)  even atr=22.4.

Radius of lattice imperfection R 1.785 A

Phonon velocity v 1.2288 x 10% m/s Equivalent Conductivity of Array of Sub-Micron Rods.

Umklapp scattering constant A A 163.94 To demonstrate the geometric flexibility of our scheme, we con-

Umklapp scattering constant v 1.58 sider a periodic array o_f rods embedde_d in a matrix of interstitial

Debve temperature 9 1860 K material as shown in Fig. 5. The array is four rods deep, and has

y P d 214 lateral periodicity as shown. Adjacent rows of rods are displaced

Stefan-Boltzmann constant 4 5047 W/m°K randomly with respect to each other; we present here results from
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Fig. 5 Rod array embedded in matrix

material which may be acoustically thin. Thus, the BTE is solved
in the interstices, while Fourier conduction is solved in the rods.
The interface is assumed diffuse and completely absorbing. The
aspect ratio of the bed depth to the rod diametgd] is assumed

to be 5.333. All computations are gray and steady. Mixed BTE/
Fourier computations are done for a range of acoustic thicknesses
I/(v 7). Details of the treatment of translationally periodic bound-
ary conditions used here may be found 16]. In addition, com-

087 BTE putations are also done for the case when Fourier conduction is
......... Fourier valid in both the interstices and in the rods. The interstitial con-
06k ductivity is deduced from kinetic theoifyL 2].
T 1=,
steady state ki=5Cv°r
0.4 -~ 3
0.2

°'°o.:

() =224

Fig. 4 Conduction in diamond thin film: unsteady state
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a single realization where the rows starting from the top are dis-
placed by 0.2369280.633978land 0.139087kespectively with
respect to the bottom row whekés the width of one module. The
top and bottom boundaries are heldlat=300 K andT,=301 K
respectively, yielding an emissive power ratio of 1.013; this has
been kept deliberately small to yield thermal conductivities that
are constant with respect to temperature. Both boundaries are as

sumed to be diffuse emitters and are completely absorbing.
The Fourier law is assumed to hold within the rods; this is valid
if (d/A)>1. The interstitial region is considered to consist of a
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F = emissive power fraction
h = Planck constant
I, = intensity in frequency banad
» = equilibrium intensity

kg = Boltzmann constant

k; = interstitial conductivity

ks = solid conductivity

L = domain length

n = unit normal vector
Ng,N, = polar and azimuthal control angles per octant

g = heat flux

gr = Fourier heat flux

s = ray direction vectofdimensionless)

: i i t = tme
T t* = dimensionless timév/L
T = temperature
Fig. 7 Heat flux ratio T,,T, = boundary temperatures
v = phonon velocity vector
. X; = coordinate direction

A dimensionless conductivity ratié,1/3Cv2r=0.1 is chosen, AV = volume of control volume

corresponding to a Planck numberlqf/ (v 7)/(40°T3) of 0.1364. A= phonon mean free path

N = phonon wavelength
Q) = solid angle
(); = discrete solid angle associated with direction
0 = polar angle
04y = Debye temperature

A fine mesh of 18592 triangular cells is used in the calculation,
with a 4x4 angular discretization of the octant witkx10 pixela-
tion to address the non-orthogonal mesh. A detail of a typical
mesh is shown in Fig. 6; nonconformal interfaces between the
modules are admitted in the finite volume formulation. We also L
did computations with both finer and coarser triangular meshes; 7« — réquency-dependent relaxation time
for the mesh used here, the overall boundary heat flux is accurate Ti = relaxat!on t!me scale for impurity scatterlr_lg
to better than 1%. T, = rel_axatlon time scale for Umklapp scattering

Figure 7 shows the ratio of the boundary heat fluxes obtained ¢ = @zimuthal angle
from the mixed BTE/Fourier computations and the pure Fourier ¢ — Stéfan Boltzmann constant
cases; this ratio is also the ratio of equivalent bed conductivities
for the two cases. The dimensionless Fourier fi@kiAT is an  References
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Modeling the Cooling Process
Path of a Dehumidifying Coil
Under Frosting Conditions

P. J. Mago
e-mail: pmago@ungdu Whenever humid air comes in contact with a cooling coil whose temperature is below
Department of Mechanical Engineering, both the dew-point of water vapor in air and the freezing point, frost will form. The nature
Universidad de Oriente, of the frost forming on the coil will depend to a large measure on the psychrometric
Puerto La Cruz, Venezuela conditions prevailing inside the freezer and whether the air around the coil is subsatu-
rated or supersaturated. Psychrometric theory and the apparatus-dew-point calculating
Dr. S. A. Sherif procedure assume that the cooling process path as the air passes through the coil is a
Fellow ASME straight-line on the psychrometric chart. The actual path is however a result of a much
e-mail: sasherif@ufl.edu more complex series of processes and is therefore a curve. While researchers have cal-
Department of Mechanical culated the actual process path on a dehumidifying coil, none has attempted to do the
and Aerospace Engineering, same for a frosted, multi-row coil. It is believed that determining the actual conditions
University of Florida, leaving a given row in a multi-row freezer coil is a crucial step in identifying the coil
228 MEB, P.0. Box 116300, location in the vicinity of which the transformation from the subsaturated zone to the
Gainesville, FL 32611-6300 supersaturated zone occurs. This will prove a key step in identifying a demarcation line
between the unfavorable snow-like frost and the more traditional (and more favorable)
frost formation patterns. Thus, the objective of this paper is to calculate the air path on an
actual industrial-size finned-tube, multi-row coil utilizing experimentally derived data and
correlate the shape of the path with the prevailing psychrometric conditions in the freezer
in the hope of identifying the demarcation line in questididOl: 10.1115/1.1494451
Keywords: Dehumidification, Cooling, Energy, Heat Transfer, Mass Transfer, Frost
Formation
Introduction researchedsee Sherif et al.2]), very few looked into the forma-

tion mechanism under supersaturated conditions while accounting
'I]or psychrometric effects. These effects have been routinely ig-
naor[ed by refrigeration system engineers and designers, which

the design and operation of freezers were made. The authors I moted the current investigation. Amond the large amount of
gued that without proper understanding of the theory, freezer ork F;e orted for frost forma%ion iﬁ the sugbsaturatgd zone, gaps
eration could be dominated by the presence of unwanted ice C% - P » 9ap

tal formation. snow-like frost accumulation. and sever nd inconsistencies still exist. These gaps and inconsistencies
degradation in the coil heat transfer performance. A typical e ave been articulated in detail in Sherif et Eﬂ']'. On_e of the .
ample that illustrates how the lack of understanding of pSyChrgiOblemS that seems to have been under investigation deals with

In a recent paper by the authdSherif et al[1]), observations
highlighting the importance of applying psychrometric theory i

: : ; e frost-air interface temperature and how it evolves both spa-
metric theory can be detrimental to freezer operation has to 2y and temporally on a frosted surface. Both Padki e{l.

with the proper choice of the so-called coil “TD.” The coil “TD” .
is a term used in the industrial refrigeration community to desi ind Sherif et al[4] demonstrated that most of the relevant frost

nate the difference between the coil entering air temperature %rameters depend in whole or in part on the interface tempera-

the coil refrigerant temperature. Prolonged freezer operation un %e'cﬁ'q(;vr:egte; Ego;as;e}geg;:;t;}%gs,hs;\f; arsot/ri]g:g ﬁferhgTZSri_et al.
less-than-optimum conditions typically results in a steady redug-" ! ' P P

SO . . . o S ental data on the frost surface temperature. Results of those
tion in the refrigerating capacity. This is primarily caused by g]udies should prove useful in developing a better overall under-

steady build-up of snow-like frost on the freezer coil as well as Oﬁandin of the frost formation process at low temperatures. For
the suction line of the compressor. In attempting to correct for t 9 P P :

loss of cooling capacity, inexperienced freezer operators a}gned heat exchangers, which are the subject of the present in-

p . h stigation, we can find the works of Notestif#, Gates et al.
tempted to decrease the temperature in the suction line of .
compressor. While this may seem like an intuitive remedy, noth- ], Huffman[11], Huffman and Sepsf12], Gatchilov and

. . ; . lyanova[13], Kondepudi14], Kondepudi and O’'Nedl15-22,
ing can be further from the truth. Decreasing the suction li ;

temperature decreases the refrigerant temperature inside glngﬁe;%[‘zA?ﬂMR'tte adngsc]:rgvgfor?Z?],lg%?wg et a%gj%]irﬁac_)
freezer coil and hence increases the coil “TD.” Increasing the cofl & i ’I[S]’ ch u a;/v I[6] ’AI Ment cta : I’[3§Sgg ,d Aﬁ
“TD” makes it more likely for the cooling process line to cross™as €t aliol, hen et alio], A-Mutawa et al{sU-53, and Al-

the saturation curve into the supersaturated zone of the psycﬂmﬂawa andbSher|[§4g. Sherif et 421 th t f the frost
metric chart as was shown by Sherif et[dl], thus contributing to S was o ser\llg 3}{ e(;' € % ]’t € Ina ure ot the Iros th
the creation of airborne ice crystals and the subsequent formatf@fMiNg On a cold surface depends to a large measure on the
of snow-like frost. Formation of snow-like frost further exacerPSychrometric conditions prevailing inside the freezer and
bates the problem whether the air around the colil is subsaturated or supersaturated.
Despite the fact that the frosting problem has been extensivédfyychrometric theory and the apparatus-dew-point calculating
procedure assume that the cooling process path as the air passes
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF through the coil I% a. straight-line proc_ess on th.e psychrometrlc
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 31, 2001¢hart. In-our continuing effort to provide more insight into the
revision received March 20, 2002. Associate Editor: G. P. Peterson. frost formation mechanism and how it relates to the prevailing
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psychrometric conditions, we will attempt to calculate the path ¢ SUCTHM CORECTION

an actual industrial-size finned-tube, multi-row freezer coil. Thi wen s i e
will be done employing basic heat and mass transfer principle j
The model will then be validated employing measured data on t
same coil. Development of a systematic mechanism for calcul:
ing the cooling process path on a finned freezer coil will prov
very significant towards enhancing our understanding of the frc
formation process and its relationship to the psychrometric thec =
of moist air. Determining the actual conditions leaving a give '

row in a multi-row freezer coil is a crucial step in identifying the \ _—
coil location in the vicinity of which the transformation from the

subsaturated zone to the supersaturated zone occurs. This is a key

step in identifying a demarcation line between the unfavorable iy 2 schematic of the Test Fan-Coil Unit  (FCU-T)
snow-like frost and the more tradition@nd more favorab)erost

formation patterns. Thus the objective of this paper is to calculate

the air path on an actual industrial-size finned-tube, multi-row calil -
utilizing experimentally derived data and correlate the shape &iffOW type heat exchanger arrangement. The freezer coil is em-
the path with the prevailing psychrometric conditions in th ;ﬁgé"g?}gri‘se I)ayl)neﬁg?et dh?ni/ ?adllgrg(\alt/errnogtg?gT??uiri]?r?azpae?gccg
freezer in the hope of identifying the demarcation line in questloa.rea of 0.39 rhand a face velocity of 3.81 m/s, while its capacity
, is 1.5 ni/s.

Experimental Program The artificial load generation system is probably one of the

The experimental facility utilized in this program is showrmost critical systems in the experimental progr&me Fig. 3). It
schematically in Fig. 1. The figure shows a laboratory-size freezgr designed to provide the freezer with the required latent heat
with an industrial-size freezer cafhaving four fins per inchlo-  load in order to be able to manipulate the moisture content inside
cated at the center and a water-vapor genef&fG) facing the the freezer during the testing period. This latent heat load is gen-
coil. Each of the freezer doors has good rubber seals to protect #rated by the water-vapor generat®WVG) located outside the
freezer and the test results from the effect of air infiltration. Thigeezer. City water is allowed to flow into the WVG through an
heat transfer rate of the test enclosure was determined experimelectronic diaphragm metering pump in order to control the mass
tally while it was clean, dry, and empty. flow rate of the steam to be injected inside the freezer. The me-

The finned-tube freezer coil is a liquid overfeed recirculatingering pump capacity ranges from 0.01 to 1 mm/s, where its maxi-
evaporator with an overfeed ratio of three. This coil has a refrignum capacity per day is 0.091°nThe pump’s maximum injec-
erating capacity of about two tons at a coil suction temperature tdn pressure is 758 kPa. This metering pump has an adjustable
—40°C and is part of a complete refrigeration system discussedspeed, which ranges from 5 to 100 strokes per minute, while it
detail in Al-Mutawa et al[30—-32. Coil details are provided in also has an adjustable stroke length that ranges from O to 100
Fig. 2. The coil finned tubes are arranged in eight rows in thgercent. The metering pump can be operated manually and by a
direction of airflow and in a staggered pattern of 38 mmsomputer. This WVG is a liquid-injection type water-vapor gen-
X33 mm, where the tube material is copper having 15.9 mm owrator equipped with three heating elements strapped to its side
side diameter and 0.46 mm thickness. The fins are made of aéind bottom. The vaporizer is insulated with a 25.4 mm thick high
minum and have a flat pattern with flat edges. The fins havetemperature insulation enclosed in a galvanized steel housing. The
thickness of 0.25 mm, and their spacing is four fins per inch. TR&VG is also equipped with a thermometer, a thermostat, and a
coil has a finned height of 533 mm and a finned length of 733ressure relief valve. The bi-metal dial thermometer is accurate to
mm, where its outside dimensions are 1016 mx610 mmW  within 0.5°C and has a reading range of 10 to 288°C. The ther-
X627 mmH. The hot-gas defrosting method is used with thisnostat adjusting screw was used to obtain the desired set point.
coil when the coil is operating in the defrosting mode. The finned-e pressure relief valve has a cracking pressure range of 0 to 138
tube freezer coil is classified as a draw-through unit since the faRa. The cracking pressure can be adjusted to the desired set point
draws the air against the refrigerant in a crossflow direction wheuging the valve’s adjustment screw. The water injected into the
each fluid flows at right angle to the other. However, the tubes anéVG is heated to the desired temperature inside the vaporizer and
circuiting in a manner that the two fluids will approach in a couris allowed to leave the WVG as steam through a copper tube that
passes through the freezer wall to the steam outlet inside the arti-
ficial load generator. To prevent steam from freezing inside the
copper tube, an electric heating cable is wrapped around the cop-
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Fig. 1 Schematic of the freezer showing the test and auxiliary

coils, the artificial load generator, and the location of thermo- Fig. 3 Schematic of the artificial sensible and latent load
couples for temperature measurements generator
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per tube inside the freezer. The copper tube and the heating calslele 1 Constants C, and m for a staggered arrangement Eq.
are both covered by a 19 mm thick Armaflex insulation. A “clean) for air flow over a tube bank of ten or more rows  (Incropera
up” strip heater of 150 W is also attached to the bottom of th@nd Dewitt [40])

steam outlet in order to prevent the steam from freezing at t S -
outlet that will then stop the flow of steam to the freezer. Th—5—+— " & i T = =T =
artificial load generation system is employed with a direct-driv 050 - - - —_ bl ggg
blower that is used to distribute the steam inside the freezer. T - . 0457 | 035 — = ', -
i I 125 0.518 0.556 0.505 0.554 0519 0.556 0.552 0.562
.blower haS a Capa(.:lty Of 073% at 0025 m Statlc pressure Wher 1.50 0.451 0.568 0.460 0.562 0.452 0.568 0.488 0.568
its motor is operating at a speed of 17.5 rev/s. 200 | 0404 | 0572 | 0416 | 0568 | 0482 | 0556 | 0449 | 0570
Temperatures have been measured at twenty locations us.3% | 0310 | o592 | 0356 | 0580 | 0440 | 0562 [ 0428 | 0574

copper-constanttype-T) thermocouples with an uncertainty of
+0.2°C. This type is suitable for low temperature applications as

well as up to 370°C. All thermocouples have been calibrated usifge Nusselt number for a unfinned tube bank composed of ten or

a constant-temperature water bathodel Polyscience-80Loca-  more rows [, =10) can be determined using the correlation pro-
tions of some of the thermocouples employed can be seen in ':%%sed by Grimisofi35]

1. Temperature measurement using thermocouple TC9 is ide

fied as coil entering air temperature, while temperature measure- Nu,=1.13C, R(%‘Pr;’g’

ment using thermocouple TC10 is identified as coil leaving air Q)
temperature. Temperature measurement of thermocouple TC3 dur- N =10

ing the Test Fan-Coil UnitFCU-T) refrigeration mode is identi- 2000<Rey<40,000

fied as the coil refrigerant temperature. Pr,>0.7

The relative humidity(RH) of the air inside the freezer was . .
measured both upstream and downstream of the test coil. Rela”vtehe number of rows i) is less than ten a correction factor may

humidity measurements were performed using a Mamac humidi 9 applied such that

transducefHU-224) connected to a remote probe hung inside the NU|(, <10= CoNUg| (v, >10) (5)
freezer. The two humidity transducers have a humidity range of 0 _ _ L )

to 100 percent and are accuratet@ percent of the full-scale. WhereC, and m are listed in Table 1 whilé; is listed in Table 2.
They utilize a DC power supply of 12—28 Volts to operate, whild he external heat transfer coefficient is then expressed by
they send output signals of 4—20 mA. All measurements have K,

been reco_rde_d using a computer equipped with a state-of-the-art Ne.o= NUOD_ (6)
data acquisition system. f

Internal Heat Transfer Coefficient. The properties are
evaluated at the mean refrigerant temperature between the tube

Analysis inlet and outlet
The primary purpose of the analysis described in this section is _TritTro
calculating the air path as it passes through a finned-tube, multi- Rm™ 2

row dehumidifying coil under frosting conditions. In order to . . L
achieve that goal, the slope of the enthalpy-humidity ratio cur/e'® Reynolds number for a flow in a circular tube is given by

on the psychrometric chart must be determined. In order to calcu- prUmD:;
late this slope, several other quantities such as the overall heat Rg=——— ©)
transfer coefficient and the frost-air interface temperature have to MR
first be computed. These quantities are determined accordingwhereu,, is the mean velocity inside the tube, abgis the inside
what follows. tube diameter. The mean velocity is defined by

External Heat Transfer Coefficient. To determine the exter- Mg
nal heat transfer coefficient a staggered array is considered. For Um,i=pRAC (8)

this configuration, the maximum velocity may occur at either the
transverse plane or the diagonal plane. Here we use the diam#tBereA, is the cross-sectional area of the tube emgis the mass
of the frosted tubed;) instead of the outside tube diameter. Thélow rate. The Reynolds number can be reduced to

maximum velocity occurs at the diagonal plane if

Sp=| S+ i)z l/2<STJer Q_WDWR
° 2 2 For turbulent flow, the Nusselt number can be calculated using the

In this case, the maximum velocity is given by Dittus-Boelter correlatiori36]

s, Nu;=0.023 R&%P* (10)

Uma 55 —p;) e (1) The internal heat transfer coefficient is then given by
If the maximum velocity occurs at the transverse plape it can h = Nu-ﬁ (11)
C,I |

be expressed as D,

Sr Frost Surface Temperature. Referring to Fig. 4, the heat

Una=g 5, Ya (2)  transfer rate can be expressed by

The Reynolds number based on the maximum fluid velocity

occurring within the tube bank is given by Table 2 Correction factor C, for a staggered arrangement as

provided for in Eq. (5) (Incropera and DeWitt [40])

u
ReozLXDf @B [T T 2 7 35 [ [ 5 T €[ 7 [ & ] 95 |
Va [ ¢, o068 | 075 | 083 | 08 | 092 [ 095 | 097 | 098 | 099 |
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as well as by 02 0 &NE\S\
. 27K\ (T(—Tp) w3 =
I—Oge(Df /Do) O
which if combined can give the following expression for the frost 0 LG 20 30 40 30
surface temperature Lyh,or /key
Vheof/KEYE
_hC,ODfLOQe(Df/DO)Ta+ 2kap (14) c,0

" he oDiLoge(D¢ /D) + 2k;

wherek; is the thermal conductivity of the frost in \(Wh K).

Several empirical and theoretical correlations, relating the frost
thermal conductivity and density to the frost surface temperature,
exist. In this paper, the correlation by Yonko and Sef8%/] will . . .
be used to calculate the frost thermal conductivity, while that rosttecti). T.O aCh'I(.eV.%lth'?hW? tﬁssrrge that the tlf;ermatll re3|statnce .Of
Hayashi et al[38—39]will be used to compute the frost density._l_e udehls nlfg 'g]l i€, that the tube mean %u.r alce _lfrr;perl;a ure 1s
This gives the following equations, respectively: p and that the refrigerant mean temperaturégs It will also be
assumed that a thin layer of frost having an average thickness
ki=0.024248+0.00072314;+ 0.000001183? (15) equal toy; covers the fins and tubes. The local rate of heat trans-

fer inside the tube can be written as
p;= 650092271 (16

whereT; in Eq. (16) must be in(°C) and p; in kg/m®. Equation Q=h¢iApi(Tp—Tgr) (7

(16) is valid for a frost surface temperature in the rang25°C  The enthalpy of saturated moist air can, in general, be expressed
<T¢<0°C and for an air stream velocity between 2 and 6 m/s. lsi;=a+bT, for a small temperature range, such as 5°C. The
this analysis, the temperature of the frost is calculated twice fterm b is the slope of the saturated enthalpy-temperature curve
the purpose of calculating the overall heat transfer coefficient, ofige.,, b=Ai/AT,).

time at the entrance and another time at the exit of the coil. ~ Thus, a quantityp’ can be defined according to the equation

Overall Heat Transfer Coefficient for a Frosted Finned- . dgp—igR
Tube Coil. In this section we will determine the overall heat RTT 7.
transfer coefficient for the case when the fins and tubes are p 'R
Here, the subscript® andR indicate conditions pertaining to the
pipe surface and refrigerant mean temperatures, respectively.
From Equationg17) and (18) we get

Fig. 6 Efficiency for a circular-plate fin of uniform thickness
(Kuehn et al. [41])

(18)

(is,Pfis,R)
br
The rate of heat transfer from the tube and fins to the air can be

expressed by

Q:hc,iAP,i (19)

- Neog o Neos . .
Q=" Apoli—isp)+ T Ali—igm)  (20)
f,P f,m

Sy

where by p and by, are the slopes of the saturated enthalpy-
temperature curve evaluated at the frost temperature on the tube
surface and on the fin, respectively. Both of these quantities can be
evaluated employing moist air tables. The quantity, is the
enthalpy of saturated air at the mean fin temperature. The term
hc.o ¢ is the external heat transfer coefficient for a frosted surface
and is given by

1
(21)

h =
c,o,f Cp a Vi
Fig. 5 Approximation method for treating a rectangular-plate bihg o k_f
fin of uniform thickness in terms of a flat circular-plate fin of '
equal area wherek; is calculated by Equatiofil5).
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The overall heat transfer coefficient can be expressed in termberei, andi, are the true enthalpy values of the entering and
of the fin efficiency. To compute the fin efficiency, it is necessargaving air conditions, respectively, angdg; andisr, are the

to compute the following quantity: fictitious enthalpies of saturated air calculated at the refrigerant
entering and leaving conditions, respectively.

L[ /M} 22) After calcul_ating the inlet air condit_io_ns, the inlet refrigt_erant _

KeYE state, the various heat transfers coefficients, and the cooling coil

surface data, the path of the cooling process can be determined. To

mhere;;; IS glalft.o‘ft thef R}n tfhlcknetss!,rrz— r1, andke is the get the enthalpy of saturated air at the mean frost surface tempera-
ermal conductivity of the fin material. ture, we use the following equation:

To approximate a rectangular-plate fin of uniform thickness in

terms of a flat circular-plate fin of equal arégig. 5), the outer o o Ptmheo .
radius of the circular fin is determined according to the following i—igm=ne(i—isp)= Peo.Coa (i=istm) (30)
equation: e
And from Equationg19) and (26),
S.Sr ,
M= T (23) T P bRUo,on (i—ig) (31)
s,P hc,iAp,i s,R

With the knowledge of ,/r; and the quantity.[ Rc o ¢ 7K¢YE], . ) )
the fin efficiency can be determined using Fig. 6. The efficiency Msing Equation$30) and(31), the enthalpy of saturated air evalu-

a frosted fin is defined as ated at the mean frost surface temperature can be expressed by
i—i Cp.ah brU, A
I—lgm . . p.allc,o,f 77F ( RYo0,f 0) L
= . i =i— - i—igRr) 32
K i_iF,B (24) shm bf,mhc,o hc,iAP,i ( R ( )

wherei , andir g are the enthalpies of saturated air evaluated at FOr @ given coil entering air condition, the quantig n,, can

the mean fin temperature and fin base temperature, respectivey calculated. This determines Stagf,m,1" on the psychomet-
Assuming that the temperature of the frost surface for the pal§ chart. This allows us to compute the quantity, (

of the frost on the tube to be approximately the same as the srks,,m1) /(W1 —Ws ¢ m1) . The slope at the coil entering air state,

face temperature of the frost for the part of the frost on the fifli/dW);, can then be calculated according to the equation

base, the tern; » can be made equal to the tetm,,. Further- (Kuehn et al[41])

more, the temperature of the pipe surface can be assumed equal to di i et ma

the temperature of the fin base, thus resulting in the following two —) =le— (g1~ igLe) (33)

enthalpy terms being equakp=ir g . This simplifies Eq(20) to dw/, Wi=Ws tma

the following form after incorporating Eq24): where Le is the Lewis number,, is the enthalpy of saturated
. heos o water vapor at the air dry-bulb temperature, &fds the enthalpy
Q= b; m (Ap ot 7eAR)(i—isp) (25)  of saturated water vapor at a reference temperdsureh as 0°C).

With the aid of the chart, we draw a short segment of direction
By definition, the overall heat transfer coefficielt, ;, based (di/dW), through State 1. With an arbitrary value of enthalpy we

on the enthalpy difference may be expressed as can locate a new point on this segment. Then the procedure is
. o repeated until the condition line meets with the state of saturated
Q=Uy Ao(i—isp) (26) air at the coil apparatus dew-point temperat(approximately

equal to the coil refrigerant temperaturélaving determined the

Employing Equationg19), (25), and(26) we get : : .
ploying =q $19). (25 (26) g path of the actual cooling process, we can predict the condition

U - 1 27) downstream of any row using the following equati@kuehn
" bRA  bia(lom)  bin etal.[41):
Apihci heoi(ApolArtne)  heos . igra(1—e 1T CI%) +i (1-Cg)e” (1%
12= 1-Che @ s (34)

The overall heat transfer coefficient for a frosted finned tube coil

based on the enthalpy difference is calculated using the abgygere C3=Mmybr/MgCpr and C,=U, ;A,/m,. In computing

procedure at two locations, one at the entrance and the other atifie quantityC,, it should be kept in' mind that the numerical

exit of the coil. An average value is then computed. value of A, encompasses the areas of the row being calculated as
well as all rows upstream of that row.

Calculated Path of the Cooling and Dehumidifying Process. . .
As has been explained earlier, when simultaneous cooling aﬁd‘esults and Discussion
dehumidification occurs, the overall heat transfer coefficient, As was reported earlier, the objective of this paper was to cal-
U, ¢, is defined in terms of an enthalggnd not a temperature culate the path the air would take as it passes through an
driving force. Furthermore, the enthalpy”‘is the true air en- industrial-size, finned-tube, multi-row freezer coil. The calculated
thalpy. This is to be contrasted with the quantifyk which can be path is to be then compared to the path obtained from the straight-
thought of as a fictitious saturated air enthalpy evaluated at the
refrigerant temperature. The mean enthalpy differekig is de-

fined by the equation Table 3 Geometrical data of the finned coil
- : Tube outside diameter, mm 15.88
Q=Uo,1AcAim (28) Tube inside diameter, mm 14,968
The mean enthalpy differencgi,, is given by (modified from Tube spacing between rows, mm 38.10
Incropera and Dewitf40]) Tube spacing across coil-face, mm 32.80
Thickness of fins, mm 0.254
o (ig—igr) —(ip—igr) Net outside surface area m> 6.23
Aip,= — =i — (29) Inside surface area, m’ 6.09
Log, ( 1 s,R,Z) Fin surface area, m’ 4337
io—isr1 Total outside surface area, m* 49.59
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Table 4 Parameter values employed in the model performed in the first half of the coil. This is because the enthalpy

Air inlet temperature, °C 0 S(r)ii\lli:w(?v\r:rce assumes smaller values as the air passes through the
Air inlet relative humidity, % 75 Now that the cooling process path has been found, the coil
Air face velocity, m/s 3.81 location in the vicinity of which the transformation from a sub-
Pipe surface temperature at the inlet, °C -10 saturated state to a supersaturated state occurs, can be determined.
Pipe surface temperature at the outlet, °C 20 In order to achieve this goal, we will assume tha_t the percentage
- 2 of the energy removed by a given row of the coil relative to the
Pipe mean surface temperature, °C 6.1 total energy removed remains the same whether the air exists in a
Frost thickness, mm 1 subsaturated state or a supersaturated state. Employing Fig. 8, it is
Frost temperature at the coil inlet, °C -6.05 relatively easy to observe that the total amount of cooling per unit
Frost temperature at the coil outlet, °C -1.83 mass performed _by the coil is 10.1 kJ/kg. In Table 7, the amount
of cooling per unit mass performed by each row and the percent-
Frost mean temperature, °C -3.94 age that amount represents relative to the total amount of cooling
Fin efficiency, % 85 are provided. As reported earlier, more cooling is performed in the

first row relative to subsequent rows. Carrying these cooling per-
centages to the supersaturated zone, the coil location in the vicin-
ity of which transformation from a subsaturated condition to a
line principle of applied psychrometrics in order to assess tkgipersaturated condition occurs can be calculated.
goodness of the theoretical model. The dimensions and other charAn experiment has been performed to verify the validity of the
acteristics of the test coil have been described in the section efierementioned assumption. In the experiment, the entering air
titled “Experimental Program.” temperature was kept constant-a8.3°C, while the relative hu-
Table 3 provides a summary of the geometrical data of the cailidity was steadily increased from 64 percent to 99 percent. The
under study, whereas the values of the parameters employed ingpgaratus dew-point was kept constant-a8.3°C throughout the
model are given in Table 4. Table 5 gives a summary of the ngxperiment. The apparatus dew-point is the lowest temperature
merical results obtained by applying the equations used to cofRat the air can achieve during the cooling and dehumidifying
pute the overall heat transfer coefficient. process and is, thus, approximately equal to the coil refrigerant
In order to determine the calculated path for the conditionsmperature. Results of this experiment are shown on the psychro-
shown in Table 4, the surface area of the coil analyzed is arhetric chart of Fig. 9 for both the straight-line theory and the
trarily divided into nine segments, thus producing ten state pointgiculated path. As can be seen, four scenarios were examined.
through the coil. A summary of the conditions of these ten pointsor Scenario 1, the cooling process line falls completely in the
is provided in Table 6. Figure 7 compares both the calculated aggbsaturated zone. For Scenario 2, transformation to the super-
the straight-line dehumidifying paths. It is obvious that a pat§aturated zone using the straight-line theory occurs at Point 3a
based on a straight-line process is in error to varying degregppT——151°C), while it occurs at Point 3a (DBT
depending on the location of the point of interest relative to the —12.3°C) using the calculated path. For this scenario, the
coil. This can be easily demonstrated by comparing the relativg,ount of cooling achieved using the straight-line theory repre-
humidity values of both the straight-line and calculated paths alsgnts 84 percent of the total cooling performed by the coil. This
specific dry-bulb temperature. _ means that at Point 3a the air was leaving the fifth row supersatu-
Figure 8 displays both the calculated path showing the outlgheq However, the amount of cooling achieved using the calcu-
conditions from successive rows in the coil as well as the enterijig,q path represents only 50 percent of the total cooling per-
and leaving air conditions based on experimental measurements, - 4 by the coil. This means that at Point’3the air was
For example, exoperimental results fqr the leaving air .Conditiorféaving the third roW supersaturatéas opposed to the fifth row
are: DBT=—8.2°C and RH97%, while calculated leaving con- for the straight-line theony For Scenario 3, supersaturated condi-

ditions are: DBT=—8.4°C and RH&7.4%, as is evident from .. . . . .

examining Fig. 8. Thus, there is a slight difference of 0.2°C in tht'gofls ;Sg'g thde stralgt;[:-llne lth(Totrydbegtz;n ?tPqut\t :;;ng?BT
dry-bulb temperature and 0.4 percent in the relative humidity. Th—elo.3°c) 6":” lﬁ?'ng e ca cgae pa ? cl)_ln % hi 7d
differences in both temperature and humidity are insignificant and="" ). For this scenario, the amount of cooling achieved us-

lie within the uncertainty bounds of both variables. As can [ the straight-line theory represents 37 percent of the total cool-

observed, the outlet conditions become more closely spaced ' Serformed. Th'; tr)neans thﬁt transfo(;magopl_tg the_ suspbersatu-
wards the last rows of the coil, implying that more cooling igated zone occurred between the second and third (Buist 3b).
owever, the amount of cooling achieved using the calculated

path represents only 24 percent of the total cooling performed.
This means that at Point 3kihe air was leaving the first row
Table 5 Heat transfer coefficients using Egs.  (6), (11), (21), supersaturated. For Scenario 4, supersaturated conditions started

and (27) at Point 3¢ (DBT= —8.7°C) for both the straight-line theory and

nternal heat fransfer coefhcient, W/(m’ K) 3471] the calculated path. For this scenario, the amount of cooling
External heat transfer coefficient, W/(m” K) 107.8 : : .

Treat romalor cosfTiient for a frested sarfass, Wi K 143 achieved from Points 1c to_ 3c or from Pomts. 1c td Bepresents '
Overall heat transfer coefficient for a frosted finned-tube coil based on an enthalpy 0075 5 percent of the total cooling performed. This means that transi-
driving force, (W kg)/(m’. kT) tion to the supersaturated state occurred in the vicinity of the first

row. Obviously, as the relative humidity of the entering air in-
creases, transition to a supersaturated state occurs quicker and at a

Table 6 Calculated air path through the cooling coil more upstream location of the coil. This phenomenon has also

Poi T RH W i gm (di/dW) 0 i H H
om T % | ket Wk o been confirmed by other investigations performed by the authors
1 0 5.0 | 0.00240 6.04 135 3131036 (see Sherif et al.2]).
0.0 0.00235 4.92 -1.79 19340.68 H H H
e G T 22 e T As was pointed out before, the procedure employed in this pa-
4 3 785 | 000223 2.60 269 14823.96 per is based on the premise that the percentage of cooling
S e e L4 218 149455 achieved between two consecutive rows of the coil will remain the
7 6 898 | 0.00198 L8 411 1194240 same whether the air exists in the subsaturated or the supersatu-
T T 23 8 EEa rated zone. In order to determine the percentage of cooling re-
10 9 975 | 0.00163 -4.88 -5.60 - ferred to above, the state of the air in the vicinity of two consecu-
Journal of Heat Transfer DECEMBER 2002, Vol. 124 / 1187
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Calculated Path: 1-2-3-4-5-6-7-8-9-10-S R 004 Katk
Straigth-Line Path: 1-2-3-4'5'6'7-8:9-10-S R ek
0AT=-300*C DBT=-2.00 *C }{0BT=-1.00"C .003
RH=79% RH=74% RH=70%
DBT=-8.00 *C § [DBT=-8.00 °C [ |DBT=-7.00 "C
RH=96% RH=96% RH=93%
2 1 DET=0.00°C |
1 RH=65%
=
3 002
9. 7
10 B
SR - 9" )
10 DBT=-1.00 *C
RH=69%
DBT=-10.00"C DBT=-6.00 °C {|DBT=-5.00 °C [|DBT=-4.00 "C . -
e RH=86% RH=82% RH=79% g::;?%ou <l gﬁl;;fﬁi/
/ e . 001
DBT=-9.00 "C §1DBT=-8.00 °C [7{DBT=-7.00 °C B
/—-’"lﬂmes%  HRee3% | |[Re-as% E’”/ o -
I —
[E— E—
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. - | .
o 2 E] B T [ o Om
A - ~0
Fig. 7 Representation of the calculated and the straight-line dehumidifying paths through the dehumidifying coil (points on the
chart are arbitrarily chosen for purposes of calculating the path )

tive rows has to be known. The procedure described foated zone for all four processes shown, the procedure outlined is
determining the enthalpy at the exit of a given row is thus necesherently capable of handling both supersaturated and subsatu-
sary for computing the percentage of cooling. Employing this proated conditions. Using the straight-line theory to determine the
cedure necessarily produces a curved path for the air passaigenthalpy in the vicinity of a given row produces results that are
through the coil. While the bulk of the air paths lie in the subsatwsignificantly less accurate than the ones produced using the

.004 kgrfky
W
3Rows
DBT=-5.30"C
RH=87% /
— - .a03
DBT=0.00*C
RH=65%
7 Rows 1
DBYT=-8.10C
8 Rows
DBT=-8.40 "C
RH=97% — .002
X . Experimental Entering
— — _ELC. Conditions (EEC):
DBT=-10.00"C / { DBT=0.00"C ]
’ RH=65%
" // /
Experimertal Leaving
] e I P
DBT=-8.20*C
RH=07% =" 001
-_‘_—J-’-‘-—'_'_'_ ‘_-’_'-‘-’__‘___,——‘ﬂ
L l
_,_.———’_‘-’___
!
S
S —
o =4 ® @ hi o b Cm
1 A pY=

Fig. 8 Representation of the calculated cooling air path through the dehumidifying coil showing the calculated leaving air
conditions from each row as well as the measured coil inlet and outlet states
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Table 7 Amount of cooling and percentage of the total cooling
for each row

Row Al Percentage of total cooling
kl/kg %
Rl 2.64 26.14
R2 2 19.80
R3 1.61 15.94
R4 1.23 12.18
RS 1.02 10.10
R6 0.74 7.33
R7 0.49 4.85
R8 0.37 3.66

zone occurred. This is crucial in identifying a demarcation line
between the unfavorable snow-like frost and the more traditional
and more favorable frost formation patterns. Calculated results
were verified against experimental results at the entrance and exit
of the coil with typical differences falling well within the uncer-
tainty ranges of both temperature and humidity. In the middle
section of the coil, on the other hand, significant deviati@msto

34 percent)between the calculated and the straight-line paths
were observed. This underscores the significance of using the
method outlined in this paper if reasonably accurate prediction of
the location of the demarcation line between snow-like and con-
ventional frost is to be determined.

Nomenclature

curved-path. Figure 9 illustrates this point. While the straight-line

theory and the calculated path approach agree reasonably well at A
the entrance and exit of the cail, significant differences between
the two methods exist in the middle section of the coil. For ex- P
ample, Fig. 9 shows a 34 percent deviation in the percentage of
cooling calculated for Scenario 2 employing both methods. This is
manifested in the differences between paths 1a—3a and Ta—-3a
where, in the former, the straight-line theory predicts 84 percent
cooling achieved between Rows 5 and 6, whereas the correspond-

ing value for Path 1a—3ds only 50 percent.

Conclusions

This paper described a calculation procedure as well as an exG:s'R =
periment for determining the air path on an actual industrial-size
finned-tube, multi-row coil operating under frosting conditions. A D; =
calculated path based on the analysis presented and a path base®; =
on the straight-line theory of applied psychrometrics were corre- D, =
lated with the prevailing psychrometric conditions in the freezer.
Determining the calculated path enabled accurate calculation ofh,; =
the conditions leaving a given row in a multi-row coil. This, in
turn, helped identify the coil location in the vicinity of which the h;, =
transformation from the subsaturated zone to the supersaturated

37% of Coaling
Between Rows 2 and 3

Straight-Line Theory: DBT=-10.30 °C
DBT=-11.30 °C RH=100%
RH=100%

Row 1

Straight-Line Theory:
DBT=-15.10 °C
RH=100%

84% of Cooling
Between Rows 5 and 6

Calculated Path:
DBT=-12.40 °C
RH=100%

50% of Cooling
Between Rows 3 and 4

Leaving Air Conditions
from the Caiculated
Path:

DBT=-16.40 °C
RH=96%

ADP

Apparatus-Dew Pui
| DBT=-18.30 °C

Conditions:
DBT=-16.50 °C
RH=85%

Experimental Leaving

Calculated Path:

24% of Cooling |

] %
Scenario 1 001

= surface aread\, is the total outside surface area in-
cluding the finned surface, m

= surface area of the pipép ; is for the inside sur-

face;Ap , is for the outside surface, ‘m

slope of the saturated enthalpy-temperature cubve (

=Ai /AT,); b; evaluated at frost surface tempera-

ture; by p evaluated at the frost surface temperature

for the part of the frost collecting on the pipe; .,

evaluated at the mean frost surface temperature for

the part of the frost collecting on the fiby evalu-

ated at the refrigerant temperature,(kd’C)

air specific heat at constant pressure(KgFC)

refrigerant specific heat at constant pressure, kJ/

(kg°C)

diameter of the frosted tube, m

inside diameter of the tube, m

outside diameter of the tube, m

h. = film coefficient of convective heat transfer, WPK)

convection heat transfer coefficient for inside of tube,

W/(m?K)

convection heat transfer coefficient for outside sur-

face, W/(nfK)

b =

Cha =

Straight-Line Theory and
Calculated Path:
DBT=-8.70 °C
RH=100%
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Straight-Line Theory:
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Entering Air Conditions: (1), (1a), (1b}, and (1c)

Leaving Air Conditions: (2): Straigth-Line Theory; (2): Calculated Path;
. (ELC): Experiments

Points where the Transformation to Supersaturated Conditions Occurs:
(3a), (3b), (3c): Straigh-Line Theory and (3a), (3b), (3c): Calculated Path
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Fig. 9 Representation of processes on the psychrometric chart showing where the transition to a supersaturated state occurs by

keeping the same entering air temperature

Journal of Heat Transfer

(—8.3°C) and gradually increasing the entering air relative humidity

DECEMBER 2002, Vol. 124 / 1189

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



hc,o,f = heat transfer coefficient for a frosted surface, [4] Sherif, S. A, Raju, S. P.,, Padki, M. M., and Chan, A. B., 1993, “A Semi-

W/(mZK) Empirical Transient Method for Modelling Frost Formation on a Flat Plate,”
- 2 Int. J. Refrig.,16(5), pp. 321-329.
hv_ = mass transfer coefﬁment, Km S) [5] Thomas, L., Chen, H., and Besant, R. W., 1999, “Measurement of Frost Char-
i = enthalpy, kd/kg acteristics on Heat Exchanger Fins—Part I: Test Facility and Instrumentation,”
ir = enthalpy of moist air in the vicinity of the fin sur- - /éﬁHR/:'E mnsquSL(Z), pdpr3283—t2€§>-w 1656, ot Frost Ch
. : A en, H., Thomas, L., and Besant, R. W., , “Measurement of Frost Char-
face‘l':'m evaluate.d at mean fin temperature acteristics on Heat Exchanger Fins—Part Il: Data and Analysis,” ASHRAE
_ evaluated at the fin base temperature, kJ/kg Trans.,105(2), pp. 294—302.
g = enthalpy of saturated water vapor, kJ/kg [7] Chen, H., Besant, R. W., and Tao, Y. X., 1999, “Frost Characteristics and Heat
iS = enthalpy of saturated moist airé;’P evaluated at pipe Transfer on a Flat Plate Under Freezer Operating Conditions: Part Il, Numeri-
surface temperaturdasz evaluated at refrigerant tem- ZZIQModeling and Comparison with Data,” ASHRAE Trank05(2), pp. 252—
perature;syf,m evaluated at the mean frost surface [8] Besant, R. W., 1999, “Characterization of Frost Growth and Heat Transfer at
temperature, kJ/kg Low Temperatures,” Final Report, ASHRAE RP-824, The American Society
k = thermal conductivitykg for the fin materialk; for of Heating, Refrigerating and Air-Conditioning Engineers, Atlanta, Georgia.
the frost, W/(mK) [9] Notes’gne,hH. E., 1966, “T?e Desi?n, Fabricac}ion, and Testing é)fgm Apfparatus
_ ; : ; to Study the Formation of Frost from Humid Air to an Extended Surface in
I_‘e - LeWIS number,hcl(thp'a), dimensionless Forced Convection,” M.S. thesis, The Ohio State University, Columbus, OH.
Mg = re.f“gerant mass flow, kg/s [10] Gates, R. R., Sepsy, C. F., and Huffman, G. D., 1967, “Heat Transfer and
m, = air mass flow rate, kg/s Pressure Loss in Extended Surface Heat Exchangers Operating Under Frosting
Nu = Nusselt number, dimensionless Conditions—Part I. Literature Survey, Test Apparatus and Preliminary Re-

sults,” ASHRAE Trans.,73(2), pp. .2.1-1.2.13.

N'— = number of tube rows, dimensionless [11] Huffman, G. D., 1966, “Heat Transfer and Pressure Loss in an Extended

F,,r = Prandit number, dimensionless Surface Heat Exchanger Operating Under Frosting Conditions,” M.S. thesis,

Q = total heat transfer rate, kW The Ohio State University, Columbus, OH.

r, = internal radius of the fin, m [12] Huffman, G. D., and Sepsy, C. F., 1967, “Heat Transfer and Pressure Loss in
_ ; -~ Extended Surface Heat Exchangers Operating Under Frosting Conditions—

2 external radius of th.e fin, m Part Il: Data Analysis and Correlations,” ASHRAE Tran33(2), pp. 1.3.1-

Re = Reynolds number, dimensionless 1.3.16.

S, = longitudinal pitch, m [13] Gatchilov, T. S., and Ivanova, V. S., 1979, “Characteristics of the Frost

S; = transverse pitch, m Formed on the Surface of Finned Air Coolera 5" International Congress of

Refrigeration Paper B2-71, Venice, France, pp. 997-1003.

— H o
Ta = air temperature, C [14] Kondepudi, S. N., 1988, “The Effects of Frost Growth on Finned Tube Heat

Ty = frPSt surface temperature, °C Exchangers Under Laminar Flow,” Ph.D. dissertation, Texas A&M University,
Tp = pipe surface temperature, °C College Station, TX.
Tr = refrigerant temperature, °C [15] Kondepudi, S. N., and O’Neal, D. L., 1987, “The Effects of Frost Growth on

Extended Surface Heat Exchanger Performance: A Review,” ASHRAE Trans.,

u = velocity
- . 93(2), pp. 258—274.

Uo,s = overall heat transfer coefficient for a frosted finned  [16] Kondepudi, S. N., and O'Neal, D. L., 1988, *Performance of Triangular Spine
tube coil based on an enthalpy driving for¢kW Fins Under Frosting Conditions,” Heat Recovery Syst. CBIR), pp. 1-7.
kg)/(mZ kJ) [17] Kogdepudi, S. ?j and O‘(;\leal, Dé L., é989, “Effect r(])f Frost Growth on tfhe

— i ; Performance of Louvered Finned Tube Heat Exchangers,” Int. J. Refrig.,
W = humldlty ratllo,kgW/kga 12(3), pp. 151158,
Yg = half of _fm thickness, m [18] Kondepudi, S. N., and O’Neal, D. L., 1989, “The Effects of Frost Formation
y¢ = frost thickness, m on the Thermal Performance of Finned Tube Heat Exchangéié\A 24"
Thermophysics Conferenc&lAA Paper No. 89—-1741, Buffalo, New York.
Greek Symb0|5 [19] Kondepudi, S. N., and O’'Neal, D. L., 1989, “The Performance of Finned Tube
— fi i i i ; Heat Exchangers Under Frosting Conditiongbllected Papers in Heat
n; = fin efficiency, dimensionless Transfer-1989, HTD-Vol. 123, ASME, New York, pp. 193—200.
A= Iength,_m . ) [20] Kondepudi, S. N., and O’'Neal, D. L., 1990, “The Effects of Different Fin
u = dynamic viscosity, kg s Configurations on the Performance of Finned-Tube Heat Exchangers Under
p = density, kg/rﬁ Frosting Conditions,” ASHRAE Trans96(2), pp. 439-444.
. [21] Kondepudi, S. N., and O'Neal, D. L., 1991, “Frosting Performance of Tube
Subscripts Heat Exchangers with Wavy and Corrugated Fins,” Exp. Therm. Fluid Sci.,
. 4(5), pp. 613-618.
a = ar [22] Kondepudi, S. N., and O’'Neal, D. L., 1991, “Modeling Tube-Fin Heat Ex-
B = fin base changers Under Frosting Conditions,8" International Congress of Refrig-
F = fin eration, Paper No. 242, Montreal, Quebec, Canada.
f = frost [23] Senshu, T., Yasuda, H., Oguni, K., and Ishibane, K., 1990, “Heat Pump Per-
. - formance Under Frosting Conditions: Part | —Heat and Mass Transfer on
i = inside of tube Cross-Finned Tube Heat Exchangers Under Frosting Conditions,” ASHRAE
m = mean Trans.,96(1), pp. 324-329.
max = maximum [24] Rite, R. W,, and Crawford, R. R., 1991, “A Parametric Study of the Factors
_ ; Governing the Rate of Frost Accumulation on Domestic Refrigerator-Freezer
0 = O.UtSIde of tube Finned-Tube Evaporator,” ASHRAE Tran®7(2), pp. 438—446.
P = pipe [25] Ogawa, K., Tanaka, N., and Takeshita, M., 1993, “Performance Improvement
p = constant pressure of Plate Fin-and-Tube Heat Exchanger Under Frosting Conditions,” ASHRAE
R = refrigerant Trans.,99(1), pp. 762-771. .
s = saturated [26] Tao, Y. X., Besant, R. W,, and Rezkallah, K. S., 1993, “A Mathematical Model
for Predicting the Densification and Growth of Frost on a Flat Plate,” Int. J.
Heat Mass Transf36(2), pp. 353—-363.
[27] Tao, Y. X., Besant, R. W., and Mao, Y., 1993, “Characteristics of Frost Growth
on a Flat Plate During the Early Growth Period,” ASHRAE Trar®9(1), pp.
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To estimate parameters from experiments requires the specification of models and each
model will exhibit different degrees of sensitivity to the parameters sought. Although
experiments can be optimally designed without regard to the experimental data actually
realized, the precision of the estimated parameters is a function of the sensitivity and the
statistical characteristics of the data. The precision is affected by any correlation in the
data, either auto or cross, and by the choice of the model used to estimate the parameters.
An informative way of looking at an experiment is by using the concept of Information. An
analysis of an actual experiment is used to show how the information, the optimal number
of sensors, the optimal sampling rates, and the model are affected by the statistical nature
of the signals. The paper demonstrates that one must differentiate between the data

Albuquerque, NM 87185-0828 needed to specify the model and the precision in the estimated parameters provided by the
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perfect then an additional datum point contributes no information

Introduction
. at all. It is known that data sampled at uniform intervals and
Experiments are often performed to prove the accuracy or Vﬁ]

lidity of models or to determine the parameters to be used in su asonably high rates of sampling or with linearization often
. > shows a high degree of autocorrelatidd. The correlation typi-
models. The parameters are then often reported in a statisti 9 9 fdr] yp

¢ F | hat the heat fl d th ly reduces as the sampling rate decreases and data taken at
orm. For example suppose that the heat flux and the temperatli&y rates can approach statistical independence. Thermocouple

difference are measured for a thin slab of material. For one Qja¢a is particularly suspect for inherent correlation when obtained
mensional .steady state heat transfer, the conductivity of a.matewﬁh modern data acquisition systems in which the reference tem-
can be estimated frotk=qAx/AT. Suppose that the experimentyerature is generated electronically and thus may introduce a high
is run over a long period of time yieldinl sets of repeated gegree of both cross and auto-correlation between the data points.
measurements, and thié estimates ofk, ki, i=1..N, are ob-  Apalysis of this type of data is best accommodated through a
tained. Then one usually reports the estimate of the average vafiiesian approach to probability. In the following sections we
of k, k=3k; /N, and its standard deviatian= o,/ N using for- present a short review of parameter estimation and Bayesian
mulas familiar from an elementary course in statistics for statisttatistics and probability and demonstrate their application to the
cally independent measurements. estimation of conductivity from the measurement of transient
With a limited number of estimates taken over a reasonalliemperatures.
time, such statistics are usually sufficient. If the accuracy of the
estimate is insufficient, then one usually increases the numberTdfe Experiment
measurementsy, to reducer. It would appear then that increas-
ing N sufficiently would yield any desired accuracy. ButNfis
increased by increasing the frequency of sampling often the re

ings are no longer independent and the simple equations arejl\en here. The tube was installed in an evacuated chamber and

longer correct. If instead of using one sensor to measufe  g,406 ingulation covered the outer surface of the tube and filled
suppose thaM sensors are used. It would appear that we haveyge hollow interior to minimize losses from the surfaces and to
total of NM estimates, but in fact the data from thiesensors may reate a one dimensional temperature field. The ends of the tube

not be independent—in fact it is highly probable that they will bgere heated by a fluid which flowed through serpentine channels
strongly correlated. The question is t_hep how_to appropriately USEcopper end blocks. Temperatures were measured at 14 equally
all of the data and what are the statistics which reflect the preghaced axial locations each with 4 thermocouples equally spaced
sion of the estimated conductivity. _ about the circumference. Figuréal is a schematic of the experi-

Assumptions of independence are appropriate when the sament showing the thermocouple locations.
pling rates are low and instrument accuracy is high. Under thesea candidate thermal model of this system by which the thermal
conditions, ifZ; is the information contributed by a datum point.conductivity can be estimated would have the circulating fluid
then the total information from\ points is simplyNZ; . If, on the  temperature as the boundary conditions and would include the
other hand, the data from a single sensor are autocorrelated¢frmal characteristics of the copper end blocks, the convection
data from multiple sensors are cross-correlated, then the inforngefficients in the serpentine channels and the contact resistance
tion per measurement is reduced. For example, if the correlatiorbistween the end blocks and the hollow tube. But lacking full

details of these characteristics means that the system cannot be

Isandia is a multiprogram laboratory operated by Sandia Corporation, a Lockhe®ddeled. If a heat flux gauge were mounted at the ends of the
Martin Company, for the United States Department of Energy under Contract Dﬁ]bey or if the flux could be estimated, then the problem could be
AC04-94AL85000. . ; '

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF cp_rls,ldered as havmg a known ﬂ.ux hIStOry as the boundary con-
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 24,(j!t|0n5- Altematw?')’ one could view the inverse problem as the
2001; revision received July 2, 2002. Associate Editor: A. F. Emery. simultaneous estimation of both the heat flux history and the ther-

Blackwell et al.[2] estimated the conductivity of stainless steel
le‘)é]measuring the transient temperatures in a thin hollow tube of
ngth 2. Full details are given in Ref2] but a brief description
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a finite volume code. The measured transient temperatures were
then fitted to the numerically computed temperatures as a function
of k, X, andt and the conductivity estimated using the usual least
squares equations

N
choosek to minimize E (T, —F(k,t; ,x))? (1a)
=

giving

(Ti - F(k()!ti 1X))

ko,ti X

5

i=1

(1b)

kgt X

where T, are the measured temperatures &d,t; ,x) are the
predicted temperatures for a specific valu&kofThe conductivity

was assumed to be a constant, independent of temperature, over
the range of temperatures measured. @f), which is obtained
from Eq. (1a) by expandingF(k,X,t;) in a Taylor series and re-
taining only the £ order term, was iterated to convergence. Fig-
ure 1(b)shows the first 750 seconds of the temperature history
and Figure 1(cthe residualsl;— F(k,t; ,x) based upon the aver-

age of the four circumferentially located thermocouples whose
standard deviation was of the order of 0.08 °C.

The residuals, which represent the combined effects of mea-
surement errors and uncertainties in the system behavior which
were not included in the model, were based upon model tempera-
tures, F(k,t; ,x), computed with a time step of 0.25 seconds or
approximately six times the sampling rate. A grid refinement study
was performed in Refl2] and the grid errors were found to be
roughly an order of magnitude less than the temperature measure-
ment errors. The computed and measured values cannot be differ-
entiated on Figure 1(avhere the maximum differencése., the
residuals)are of the order of 0.05 °C or approximately 0.5 percent
of the temperature change.

Using the maximum standard deviation of the measured tem-
peratures, 0.13 °C, in conjunction with the equation for the propa-
gation of errorg5]to estimate the standard deviationyofrherey
is a function ofx, andx, andx, andx, are independent variables

ay \? ay
2 [ YY) 2 [ Y
Oy_(ﬂxl +(

X1\ X,
they determined the standard deviation of the average temperature
at each axial position to be 0.08 °C, and of the estimated conduc-
tivity due to noisy temperature signals of 5.3 f0WV/m-K. In
fact, the experiment actually serves to determine the thermal dif-
fusivity, k/pc, and including the uncertainty jnc through the use
of Eq. 2 leads to an overall standard deviatiork@f 0.6 W/m-K.

The temperatures shown on Figal are only for 1/2 of the
tube, —L=x=<0 and are the average of the four circumferential
sensors. Over the 750 sec, 500 measurements were made on each
of the 56 thermocouples giving a total number of data points for
use in Eq. 1 of 24,000 since the data from the end sets of thermo-
couples were used as prescribed boundary conditions and thus
assumed to have no error.

If the constant conductivity model of the systér(k,x,t;) were
exact and the measurements had no error, then only one measure-
ment at one time and one location would be sufficient to estimate
k. In reality, models never can precisely simulate the system be-
cause of inhomogeneities, heat losses, imprecisely specified tem-
perature variations of properties, etc. and measurement systems

2
%, @)

mal conductivity. Because the time history of the fluxes is difficultre never without error. For this reason multiple temperatures are
to obtain, as demonstrated in by Be&k4], Blackwell et al. de- measured and each one contributes information and improves the
veloped a novel approach in which the time varying temperaturpgecision of the estimated property.

measured at the ends= L were taken to be the prescribed Depending on the behavior of the system some of the tempera-
boundary conditions and the temperature histories computed usinges may be correlated and will contribute less information than
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if they were independent. In the case of this experiment it is likelgubstituting Eq. 6 into Eq. 5 and using the relationship between
that the measured temperatures at the four circumferentially forobability density distributions[6,7], f(T)|dT|=f(P)|dP|,

cated thermocouples at each axial station are correlated. yields
At this point it is important to clearly differentiate between the
two uses of sensor datéa) for defining the model andb) for , [OF 2 2
estimating parameters. Because of interdependence, i.e., correla- 717\ Ip - op ()

tion, not all of the measured temperatures will contribute equally

to the precision with which the conductivity is estimated. Liket goking at Eq.(3) we see that the probability of finding a tem-
wise, if the sampling rate is too high, some of the time data Ma&rature in the rangdT is simply the probability of being in the

contain less information. Thus it may appear that equally precigghgede, i.e., f(T)=f(e€) so that Eq(7) can be written as
estimates may be achieved with less instrumentation if all data

were independent. However, no parameter can be estimated with- , [9F -2 )
out a model. In this study we have assumed that the temperature 5=\ 7p|_| e (8)
field is one dimensional and symmetric abaat0. Confirmation P

of one dimensionality, that is dependence onlyxamnd not on the g- (8) emphasizes that it is not the relationship of one data point,

circumferential position, requires that thermocouples be placed . e

several circumferential positions. Assurance of axial symmetry’ to another,T;, that determines the precision &f but the

requires that both halves of the tubel <x<0 and O<x<L be .s.trlbutlon of the errorsf(e€), their StatISt!CSp'E, and.the sensi-

instrumented. Examination of these temperatures will then cofiyiy. Of the model toP, 9F/9P. The equation makes it very clear
hat increased precision comes about from having large values of

firm the validity of the model. . ; : . -
In this paper we examine the data to judge the effect of corrg'-:/.‘ﬂ_D n conjunction _vvnh_small values of.. The question re-
aining is how to estimat®.

lations in time and space and to test the applicability of the model

which is based upon prescribed temperature boundary conditionsgayesian Probability and Maximum Likelihood. Let

We will do this through the use of the Bayesian probabilities ang T|P) represent the probability of obtaining a specific set of data

we begin with a short review to orient the reader. T given a value of the parametBrand f(P|T) be the probability
that a specific value d? will occur given a set of datd. Bayes’
rule for relating these conditional probabilitig, 7] is

Parameter Estimation

Let the temperature be expressed in terms of position, time,
boundary conditions, initial conditions and properties By Of
=F(x,t,bc,ic,k,pc) whereF is the solution of the appropriate
field equation. Let all of the arguments &f be referred to as f(P|T)f(T[P)f(P) (9b)
parameters. Those parameters which are to be estimated fromltnh%q. (9a) £(P) is the prior probability ofP which reflects our

measured temperatures will be representedPtand the remain- . - ; L . .
; : : . initial estimate of the distribution d?. f(T|P) is called the like-
ing parameters byj. # can include spatial location as well asl'good and denoted by(T).

properties, source strengths, etc. For simplicity of exposition w ) N . )

will estimate only one parameter, although the method can easily!" the Bayesian approacR, the estimate oP, is chosen to be

be extended to a vector of parameters, and we will consider oﬁsnﬁ,value ofP which mgX|m|zesf(P|T) or some measure of it.

one axial position. Ivia [8] and Lee[9] give very good summaries and practical
Assuming that the model is an accurate representation of tpRplications of the Bayesian approach. The beauty of Eq. 9 is that

system, the measured temperatures will differ fiioy measure- It Permits the use opriors which reflect our existing knowledge

f(PIM(T)=F(TIP)f(P) (92)

ment noiseand potentially by model errire, according to aboutP. For example since conductivi_ty must be positite)
=0, k=0; f(k)>0, k>0. A state of maximal ignorance would be
Ti=F(P,0,t) + ¢ (3) if all that we knew abouP was that it was limited byP,,;,<P

Estimation is usually done through the Least Squares approachgnﬁ)max' Ieading to_ the un_ifornprior f(P)z L(Pmax— Pmi”_)' AS
which we chooseP to be such that the weighted sum of thdONg as the prior is relatively flat ned?, then f(P|T) will be

squares of the errors, is minimized where maximum wheri (T) (=f(T|_P)) is maximum. It proves easier to
deal withL =In(I(T)) than withl(T), since their maxima occur at

N N A
the same value oP. Thus Bayes’ approach reduces to
S=2, wie'=2, w(T;~F(P,0,1,))? @)
=1 i=1 . . &L(T) -
where the weights are usually taken tovae= 1/o [1]. The prob- P is defined by IP '5_0 (10)

lems with this approach aréa) it gives no estimate ofp and(b)
it is not intuitively clear how to handle correlated errors. Thesghich is called thePrinciple of Maximum LikelihoodML). Sub-
questions are best answered through a probabilistic analysis. stituting f(€) for f(T) in Eq. (9) and assuming that the errors are
Let the mean and standard deviationTobe represented by ~ Gaussian with zero mean and a covariance matri¥ gives[7]
(note that non-Gaussian distributions will give approximately the

E[T]= f TH(T)dt (5a) same resultgl])
L(T)=In(f(T|P)=In(f(e)) (11a)
a$=f (T—E[T]D?F(T)dT (5b)
=—In(V27)—In(de(3))

wheref(T) is the probability density distribution oF. LetEb_e
the true value oP and expandl'(P) in a Taylor series abou®

and retain only the % order terms where{T,—F(P,6,)} is a column vector o€; . Maximizing L (T)
is equivalent to minimizing

—{Ti—F(P,0,t)} "= "YT,—F(P,0,t)}  (11b)

T(P)=T(P)+

JF _
ﬁ‘p)(P_P) © S.={Ti—F(P,6,t)} ' 4T, —F(P,6,t)} 12)

1194 / Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Comparing Eqs(12) and(4) shows that the Maximum Likelihood 0.30
Principle with normally distributed independent errors, eis a
diagonal matrix with elementsﬁi, is simply the weighted Least

Squares method Witwi=1/a§i.

Maximizing L(T) may be quite difficult for complicated func-
tionsF. If F is expanded in a Taylor series about an initial guess
Py and only the first-order term is kept,

Ti=F(Po,0,t;) +H;(P—Py) (13a)
whereH;=dF (P, 6,t;)/dP|p  is the sensitivity ofF to P. Then it

025 [

0.20 [~

015 —

Information about k

can be show10,11]that if both the parameters and the data have | /M_A.www()jgw”‘“"“” T

Gaussian distributions or if the parameters are linear functions of © T . L ‘

the data thaP has the normal distributiohl(,u,oé) where 00 02 04 06 08 0
ktjpcL2

p=Po+ o5 HTS YT —F(Pg)} (14b)
72 Fig. 2 Effect pf correlated errors on the infor_mation from Eq.
oy = HTS 14 (14c) 18 for aprescribed heat flux at  x=L and an insulated boundary
at x=0 for o,=1
If our prior for P assumes thaP is normally distributed with
N(7,¢), then maximizingf(P|T), Eq. (9a), yields

N
- -2 _ U .11 aF;\?
P=Pyt+o, HTS " HT—Ti(Py)} + P (15a) == _22 ((9_PI) (18)
g5 Oci=1
o 2=HTS “1H+ E (15b) and the reasoning behind Fisher’s choice of the tarformation
P b becomes clear since the more readings or the more accurate the

readings, the smallerp will be, i.e., the more we know abo#.

If the errors are correlated, the situation is very different. Consider
an experiment in which; is a constant, for example unity, and
&he errors of each successive data point are correlated such that

Eqgs.(14b)and(15a)are iterated to convergence. E¢k5aandb)
reduce to Eqs(14b andc) if ¢=c, the condition for no prior
knowledge abouP.

The maximum likelihood principle typically gives rise to biase

estimators, i.e.E[Is] # P. If a sufficient number of data points are 1 p p? - pN

available, then the ML estimator is asymptotically unbiased. Prob- 1 ... N-1

ably the most commonly encountered biased estimator is the S =g? p . p p_ (19a)
estimate of the standard deviaticE\’,“: (Ti—E[T]?N. The cor- q : S :

rect value isEiNzl(Ti—E[T])Z/(N—l) and asN—x the bias pNopNTL 1

disappears.

(which is representative of a sensor with a damped responisis
Information and Correlated Errors. The Cramer-Rao theo- matrix is easily inverted14] and the increase iff due to an
rem[6,10]gives a lower bound top for unbiased estimators of additional data point, i.e., the increment of information per read-
ing AZ, is found to be

1
2
0= (16a) 1/1-
P 2 A P
el j_PLZ A= Sl (19b)

Thus independent errorg,=0, add 1{r§ information per addi-
tional reading; perfectly positively correlated errgss; 1, give no
additional information; and perfectly negatively correlated errors,
2L p=—1, give an infinite amount of information and thus an abso-
W} (16b) lutely precise value oP. This last result may appear paradoxical,
but it only means that two readings have errors which are exactly
If one performed enough independent experiments, evaluating?Pposite in sign and thus averaging the two readings gives the true
for each, it would be possible to determine the expected valulue. Figure 2 illustrates how the degree of correlation affects the
and thusZ. Using only one experiment leads to an estimated vali@formation computed from Eq18) for a one dimensional tran-

The inverse Ofo'é, called thelnformation Z, by Fisher[6] or
sometimes referred to as tipeecisionis

T=05°=E

of Z given[11] by sient conduction problem with a constant heat flux applied at
5 =L, an insulated boundary at=0, and temperatures read at
A 0L =0. The figure clearly demonstrates the impact that any auto-
I=- P2 (17a) correlation of the measured temperatures has on the information
content.

By evaluatingZ it is possible to optimally design an experimentin From Eq.(19b) we can define an effective standard deviation
terms of where to place sensors, what to sense, the duration of f{ifich gives an approximate measure of the effects of correlation
experiment, and the sampling rate to estimate desired parameters

[12,13]. Expanding in aoneterm Taylor series when evaluating eff_ 2

1+p
L leads to Te =0

1—p (19¢)

I=HTS"'H (170b)  Analysis of the Experiment

which is a function of the sensitivities]; , and the statistics of the  With these fundamentals in mind it is possible to examine the
error. If the errors are independefmot correlatedand of equal conductivity experiment of Refl2] from the point of view of
standard deviationy_, the total information is cross and auto-correlated errors. In addition, we will analyze the
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Fig. 4 (a) Auto-correlation when using every 10 ™ data point to
estimate the conductivity;  (b) Information when using every
10" data point to estimate the conductivity.

Fig. 3 (a) Correlation coefficients for a data trace at station 7
from the experiment of Ref. [2], sampled at =1.5 sec; and (b)
Information content for a data trace at station 7 from the experi-
ment of Ref. [2].

effect of using different simulation models, i.e., the use of a preorrelation coefficient,p, between two successive readings is
scribed heat flux versus a prescribed temperature boundary congliite high,~0.5 and drops slowly as the data points are further
tions model, on the estimated precision. separated.

AutoCorrelated Signals. Figure 1(b)displays the residuals Using the correlation matrix based upon the data of Figéae 3
Ti—F(k,t;) as a function of time. That the mean of residuals i§) shows that the information gained when using a sequence of 20
not zero is an indication that the model is not an exact simulati@@nsecutive readings is equivalent to that obtained from only three
of the experiment. In this case, we speculate that errors are eitimtependent readings. Although every reading gives some addi-
the lack of accounting for any surface_ heat_ losses or errors in ﬁ_rmal information, the reduction in each increment due to the
temperature measurements due to either inexactness in knowdigo-correlation of the data yields a reduced level of precision.
the location of the thermocouples or to data acquisition errors. Thejf every 13" data point is used in estimating the conductivity,
noise n Ejhe residuals is attrlbutgd tr? rarr]ldom ndeseor) |fn ;he the corresponding results are shown in Fig. 4. Here we see that we
measured temperatures. To study the characteristics of the ergig,, 5cpieved essentially as much information as a set of inde-
the residuals have been fitted by a smooth curve, which wo . .

- g ndent readings would provide.
represent the response of an improved model, and the differentes
between the residuals and the smooth curve is taken as the errofultivariate Analysis. In the actual experiment data were
The analysis of a single sensor’s response is usually referred tq#&n at 56 locations. Each sensor’s time history can be consid-
tl_me series” analysis and procedures are descrlbed_ln Bendat d to be a vector of measurements and the set of such vectors
Piersol[15]and Dhryme$16]. The fundamental requirements argq 104 as multivariate data. Details about multivariate analysis

that errors ha\_/e a zero mean and constant standard _dewatlon_ be found if17]. The basic requirement is that the standard
be normally distributed. The errors have been examined statisfl- . - :
eviation of the vectors be approximately equal.

cally following the recommendations of Bendat and Piefgbb], . "
pp. 386—388tegarding stationarity, trend removal, and the num-. At each axial position thermocouples were deployed around the

ber of data points to be analyzed and found to satisfy these céifcumference every 90 deg. At a given axial position the readings
ditions and thus the methods of “time series” analysis can H&mM each circumferential sensor were found to have approxi-
applied to determine the autocorrelation. mately equal standard deviations and so could be treated as mul-

The autocorrelation of the errors from the sensor nearest tivariate data. The readings at th& axial position were found to
plane of symmetry, station 7, is shown on FigaB The auto be correlated with a correlation matrix of
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Fig. 5 Sensitivities T/ dk|kq,t;,x for the PT and PF models

PF model sensitivities near the midpoint of the specimen are con-
sistently near zero. Because the PT model sensitivity to a sensor at

1.0 09993 0.9986 0.9994 x=L is zero(the temperature is prescribed thevehile the sen-
0.9993 1.0 0.9993 0.9993 sitivity of the PF model is high for this sensor, the early time
Cor= information of the PT model is less than that of the PF. However,
0.9986 0.9993 1.0  0.9987 as time progresses its information content soon exceeds that of the
0.9994 0.9993 0.9987 1. PF model.

) ) ) ) ) If one is uncertain about the heat flug(t), to be used as a
This degree of correlation gives a total information from the fousoundary condition in the model of the experiment, then there are
sensors of 1.0087 instead of the value of four that would be eree possible approachds) treatq(t) as another parameter to
pected from four independent readings. Thus there is no gainge estimated(b) evaluatef(k|T) as a marginal distribution and
precision from including data from other than one of these sefind the value ok which maximizes this distributior(r) consider
sors. A principal component analydit7}—a technique to deter- q(t) as an uncertain parameter. The difficulties with the first
mine how to combine data to simplify the analysis by linearlynethod have already been pointed out. The second approach using
combining data—reveals that 99 percent of the information i marginal distribution requires evaluating the joint distribution
contained in the arithmetic average of the four Cil’CUmfel’er\ti@tk’qi'[')l integra’[ing over all values cm and maximizing the
temperatures, thus validating the use of the average temperaturgrabability with respect td [6,7].
each axial station as used in REZ] in estimatingk.

Comparing the measurements from the symmetric set of read- _
ings, stations 8—13, showed a correlation with their corresponding fkT)= f f(k,q[T)dg (232)
sensors, stations 2—7, greater than 0.98. Each pair of axial statiwmch following the development of information leads to
thus gave a total information of 1.02 compared to the value of two
for independent data. . L

On the other hand, analyzing the data from sensors 2-7, I= 32~ 52 In( J f(k,q|T)dq
showed a correlation coefficient less than 0.2 between each pair \

and an information content which was comparable to independét@wever, determining (k,q(t)|T) for the actual experiment and
readings. integrating over all possible values gft) for each timeyt, is

) ] ) _virtually impossible.

PF Versus PT Models. In the following discussion PF W|II_ Instead let us estimate the boundary heat fii(x), by using an
refer to the prescribed heat flux model and PT to the prescribgfial guess for the conductivity, the measured temperatures, and
surface temperature model used in the initial analysis for estimatfinite volume model for the experiment. This can then be used in
ing the conductivity from this experiment. the PF model to yield an improved value kf Iterating gives a

If there are no measurement errors in the temperature measyi@skonable estimate of the heat flux history and of the information
at the first axial station and the fluxes were known exactly, bo#f the PE model.
models will predict the same temperature histories at a given lo-Figure 6 shows the estimated time history of the figét), and
cation,x. Because of this, both models predict approximately thfle error in satisfying the overall heat balance. The errors are
same estimate of the conductivity, 14.58 W/m-K for the PT modgkesumed to be primarily surface losses. These estimated overall
and 14.62 for the PF model. The reason for this agreement Can|@§ses were found to be uncorrelated with a mean of approxi-
seen from Eq(1b). If the measurements had no error, then th@ately 1 percent of the applied flux. Using this estimated flux and
iterative process will drivéx to a value for which the residuals arethe measured temperatures’ Figa)ﬁjepicts the information con-
exactly zero with the sensitivitiegF/dk|y . « Serving simply as tent of the PF and PT models computed using values-obf
weighting factors. In the real case with measurement errors, €8 °C in both models and assuming that the prescribed boundary
differing sensitivities of the two models focus the attention of theonditions for both models have no error. The PT model yields
estimation process on different sensors, leading to slightly diffeebout five times as much information as the PF model. When the
ent values ok, but driving the average weighted residuals to zerauto-correlation of the temperatures is included, both models
Since both models produce the same values of temperature, isli®w a reduction of about a factor of ten.
not surprising that the estimated conductivities are quite close. The information content of the PT model, with or without con-

On the other hand, the precision of the estimate for a constaering the correlation, is seen to exceed that of the PF model by
level of noise,X, as given by Eq(14c), is seen to be a function approximately a factor of five suggesting that the precision of the
only of the sensitivity. Figure 5 shows the sensitivities for botlonductivity estimated from the PT model is approximately twice
models. Initially the PF model has greater sensitivities, but as tinteat estimated from the PF model. In fact the boundary conditions
progresses the PT model sensitivities are greater. In addition, theed in the models, the heat fluxt), in the PF model and the

) (23b)
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Fig. 7 (a) Information content of the PF and PT models with no
uncertainty in the boundary conditions; (b) Information content
of the PF and PT models with uncertainty in the boundary con-
ditions and correlation in time.

Conclusions

Reference([2]) reported a standard deviation of the estimated
thermal conductivity of

2 2
2) _ L[y
k Ier \p c
where the last terms represent the uncertainty in the depsdnd

the specific heat;. The appropriate numerical values from Ez).
are

2

2
(%) =1.3%x10"°+5.2x10°6+4.0x0"*

indicating that the uncertainty due to the measurement noise and
errors was negligible in comparison to the other uncertainties.
From the discussion regarding the effect of uncertainties in the
boundary conditions and the correlation of the errors, the actual
information should be reduced by a factor of 30 because of the
auto-correlation and the uncertain boundary conditions, a factor of
four because the circumferential readings contribute no additional
information and a factor of two because the use of pairs of sym-
metrical sensors, e.g., stations 7 and 8, adds no additional infor-
mation to that obtained from one of the sensors. The total reduc-
tion in information is thus by a factor of 240, yielding a first term
of 0.3x10 8. If only the effects of the temperatures were consid-
ered, i.e., the estimated parameter were the thermal diffusivity not
the conductivity, the effect of this reduction in information would
be a increase in the standard deviation by a factor of(iX5,
J240). However, when estimating the conductivity, not the diffu-
sivity, the uncertainty in the specific heat dominates.

The results of the correlation analyses indicate that equal pre-
cision could be obtained by using fewer sensors and a slower
sampling rate. If this same apparatus were employed for estimat-
ing other properties, for example the contact resistance between
the end blocks and the tube, these results can be used to simplify
the operation of the experiment and the resulting analysis.

The comparison of the PF and PT models illustrates that param-
eters should be estimated using models which provide the greatest
sensitivities to the parameters sought. But the estimation must
consider all uncertainties and statistical properties if the estimated

measured temperatur@(L), in the PT model, have statistical yrecision is to accurately reflect the uncertainty in the estimated

variations, i.e., they are uncertain and auto-correlated. Refere

Meffameters.

[18] has investigated how to consider such uncertainties andthe methods described are generally applicable to transient and

shown that their effect is to augment the covariaboef Eq. (18)
to give an effective covariance matrix of

(24)

steady state problems with data taken at arbitrary sampling rates.
While for strongly correlated data, the effect of the correlations
usually outweighs that of numerical errors in solving for
F(k,t; ,x) it is important to ensure that the solutions are indepen-
dent of grid resolution and time steps.

Finally, it must be recognized that the statistical analysis pre-
sented here could only have been carried out because a large

where covpc) is the covariance of the boundary conditions. Thamount of data from multiple sensors was available. Of particular
temperature historyT (k,t; ,x), computed aN times,t;, is based importance was the knowledge of the absence of a cross-
upon theN values of the boundary conditionsg; . This means correlation between the sensors at the different axial positions and
that in Eq.(24)[dT/dbc] is aNxX N matrix. Likewise, covbc) is the strong cross-correlation between sensors at the four circumfer-
an NXN matrix reflecting the auto-correlation of the boundargntial positions. Because of these effects: circumferential av-
conditions. erages at each axial position could be usgxd;data from each

An anigsis of the boundary conditions yields an estimate of axial position could be treated independently. Without this knowl-
of 42 W/nt ando of 0.08 °C. Including these uncertaintiesdn edge, all data would have had to be considered simultaneously
through Eq(24), yields the results shown by the solid lines in Figand the covariance matri®,, would have been of order 14,000
7(b). While the boundary flux was determined to be essentially 14,000 instead of 500500, rendering the analysis impossible.
uncorrelated in time, the temperature used for the PT modelEqually important, the choice of the simulation model and the
boundary condition was correlated as shown in Fig)3Iinclud- estimate of the conductivity depended upon the data from those
ing this correlation in cou§c) then reduced the information con-extra sensors whose data was highly correlated, e.g., the circum-
tent of the PT model to that depicted by the dashed line on Figuierential sensors justified the use of a one-dimensional analysis.
7(b). The number of sensors and their deployment must be carefully

When the uncertainty in the boundary conditions and the autoensidered in order to justify the model used. These results dem-
correlations are included, the PT model yields only 1.7 more instrate that one must differentiate between the data needed to
formation than the PF model compared to the 4.5 when these apecify the model and the precision in the estimated parameters

ignored(solid lines of Figure @).
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Nomenclature

Roman

bc =

E[x]

f(x) =
F

H =

T =
w; =
X =

boundary condition

expected value of

probability density function of
predicted temperature
sensitivity matrix

initial condition

information

thermal conductivity

number

normal distribution with a mean qi and a vari-

ance ofy

= parameter to be estimated

heat flux
time
temperature
weight
position

Greek and Mathematical Symbols

error

difference

correlation coefficient, density
product of density and specific heat
standard deviation of
effective standard deviation of
covariance matrix ok

fixed parameter

true value ofP

estimate ofP

vector

= transpose of vector
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers.

Heat Transfer Coefficients No literature was found that indicates the existence of an accu-
. . . rate heat transfer correlation for concentric annuli. It was thus the
in Concentric Annuli purpose of this investigation to deduce a correlation with which

accurate predictions could be made of average Nusselt numbers at
. the inner annular wall under turbulent flow conditions of water.
Jaco Dirker

Department of Mechanical Engineering, Rand Afrikaans

University, Johannesburg, South Africa Experimental Facility and Data

J P M Eight different concentric tube-in-tube heat exchangers, each
osua F. Meyer ) ) ) ~with a different annular diameter ratio, were used during the ex-
Department of Mechanical and Aeronautical Engineeringgerimental investigation. Each heat exchanger had an effective
University of Pretoria, Pretoria, 0002, South Africa heat transfer length of about 6 m and was operated in a counter-
e-mail: jmeyer@up.ac.za flow arrangement with hot water in the inner tube and cold water
in the annulus. The heat exchangers were constructed from hard-
drawn refrigeration copper tubing and were operated in a horizon-
) ) . tal configuration.
The geometric shape of a passage's cross-section has an effect oppe inner tubes were kept in concentric positions by employing
its convective heat transfer capabilities. For concentric annuligets of radial supporting pins along the length of each heat ex-
the diameter ratio of the annular space plays an important rolenanger at different intervals. The size and position of the sup-
The purpose of this investigation was to find a correlation thgjorting pins were carefully calculated to minimize possible sag-
of smooth concentric annuli for turbulent flow of water. Experipetween 3.9 percent and at most 6.5 percent of the cross-sectional
ments were conducted with a wide range of annular diametgfeas of the various test sectidid].
ratios and the Wilson plot method was used to develop a convecyglumetric flow rates were measured by using semi-rotary

Nusselt numbers accurately within 3 percent of measured Va'”&‘écuracy of greater than 98 percent. Hot water supplied by an
for annular diameter ratios between 1.7 and 3.2 and a Reynolg$_site hot-water storage tank (10POfitted with an electric re-
number range, based on the hydraulic diameter, of 4 000 tgstance water heater, was pumped through the inner tube by
30,000. [DOI: 10.1115/1.1517266 means of a positive displacement pump and then returned to the
) ~ storage tank. The hot-water flow rates were controlled with a

Keywords: Annular Flow, Experimental, Forced Convectiomand-operated bypass system. Similarly, cold water was supplied
Heat Transfer, Heat Exchangers from a cold-water storage tank (100Gonnected to a chiller and

pumped through the annulus by means of two series connected

centrifugal pumps to ensure high flow rates before being returned
Introduction to the storage tank.

Since the early nineteen hundreds many researchers have in\{ﬁg'_emperature measurements were facilitated by means of K-type
tigated heat transfer in annuli, particularly in order to find Corre_.ermocouples fixed on the outside surfaces of entry and exit re-

lations that can describe the Nusselt number and convective Wi Of the heat exchangers. Temperature errors were usually less
transfer for a wide range of flow conditions and annular diamet: an 0.1 K. Measuring points were sufficiently insulated from the

. . . bient.
ratios. Most of the proposed equations for calculating annulggjo\ high level of accuracy in the experimental data was main-

Nusselt numbers are functions of the annular diameter ratio, t . o
Reynolds number and the Prandtl number and correspond with ed. More than 90 percent of all data points exhibited an energy
alance error of less than 1 percent between the inner tube and

Dittus-Boelter type form. Table 1 contains some correlatio annular heat transfer rates. A Reynolds number range, based on

[1-10] cited in literature. Most correlations predict an almost lin: N
ear increase in the Nusselt number with an increase in the R(I.\K'/‘-e annular hydraulic diameter, of 2 600 to 35,000 was covered.

nolds number.
When comparing the various correlations, applicable to the
flow of water, over a wide range of annular diameter cases aRtocessing of Data
Reynolds numbers, it is found that large differences, in the region t was assumed from previous wofKable 1)that the internal

of 25 percent in terms of the average, exist between predictg d annular Nusselt numbers can be written in a Sieder{I2ie

values. format, respectively:
Contributed by the Heat Transfer Division for publication in th®URNAL OF h;D; Bpl/3 22 0-14
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 13, Nu; :T =G Rﬁo I:)i o (1)
2002; revision received July 8, 2002. Associate Editor: C. Amon. 1 Hw i
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Table 1 Equations available from literature describing the Nusselt number in a
smooth concentric annulus during forced convection

Diameter Reynolds Medium
Author(s) Correlation Ratio Number
Range Range
Davis [1] . o 0.14 1.18- Not All
*Nu,, =0.0384" (a~1)"* Rel? Pr* (—] 6 800 specified  mediums
3 ) ),
McAdams [2] . o4 118 - Not All
Nu, =0.031054"" (a-1)"" Rel Pyt [i] 6 800 specified  mediums
] ) R
Foust and 0.04a 08 1 04 1.2-1.84 3000- Water
Christian [3] *Nuy, = @ +1)o.2 Re,, Pr 60 000
McAdams 2} N 0.14 Not Not Not
Nu, =0.023Re} Pr} [i) specified  specified  specified
Monrad and 1.65, 12000 - Water
Pelton [4 -a° 245, 220 000 Air
“ Nu,, =0.023| 2B2=¢ *1 |peoe pyr e
a-—-2alna
a
Wiegand ez " 014 1~-10 Not Fluids:
al.[5) Nu,, =0.023¢" Rej)} Pr’ (—] specified  fpya
v = 2 ier
Kays and Results listed in tables for various conditions. 1-4 10°-10°  Not
Leung [6] . specified
Petukhov and 0.067592%¢ . 1-14.3 10° - Air
Roizen [7] "Nuy, == ¢ Rej, 3210°
5 0.6
. a-—
with C—1+7.5[——(H+I)Renh] fora>5
{=t forass
Dittus-Boelter ~ Nu, =0.023 Re‘; 8 ppn Not Not Not
[8] ' : specified  specified  specified
Stein and =0.0200a*Re®® . Pr} 1.232, 30000-  Water
Begell [9] Ny, , =00200a7Res, Py 1463, 390000
1.694
Crookston =0.023 4 R 3 P 3 10, 16, 17 000 — Air
etal. [10] N, = 00237 Res, Pr 31 100 000
* Original equations were rewritten as to have the Reynolds and Nusselt numbers based on the annular
hydraulic diameter:

hoDh
Ko

Nu,=

P, C;, andC, are added to account for geometry influence
The modified Wilson plot method developed by Briggs and Youn
[14] was used to determine these values for the different annula® and C,, from Eq. 2, showed a dependence on the annular
diameter ratios while for the inner tube the exponent of the Regliameter ratio. Figures 1 and 2 illustrate the general trend® of
andC, in terms of the diameter ratio. The value Bfexhibited a

More than 95 percent of all data points were predicted withindownward trend when the annular diameter ratio was increased.
3 percent accuracy by the Wilson plot obtained correlations for ti@n the other hand, the value &f, had an upward trend for an

nolds number was kept at 0.8 as suggested in literdfBe4].

i 0.14
=C, R%,Dh P%/S( m)
o

)

@erivation of Correlation

different heat exchangers. All Wilson plot correlations exhibited iacreasing annular diameter ratio.

1.20
1.10 1
1.00 1
0.90 1 ‘
0.80
0.70 1

P ( Wilson Plot Variable)

0.60 1

C, ( Wilson Plot Coefficient)

0.50

T

1 2

3

T

4

T

5

Annular Diameter Ratio

Fig. 1 P values obtained from Wilson plot analyses
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median error of less than or in close proximity to 1 percent. Stan-
dard deviances for error values were less than 2 percent.

0.16
0.14 1
0.12 1
0.10 1
0.08 1
0.06 1
0.04 1
0.02 1

0.00

4

Annular Diameter Ratio

5

Fig. 2 C, values obtained from Wilson plot analyses
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250 The correlation was also compared to correlations in literature
3% e (Table 1)for an arbitrary thermal condition over a wide range of
& 200 | 2l annular diameter ratios and Reynolds numbers. For a case where
£ J” -3% the Reynolds number is 8 000 and the Prandtl number is 3.36, the
Z 150 7 result is shown in Fig. 4. This trend was found to be true for a
8 wide range in Reynolds numbers and Prandtl numbers.
2 100 | For small annular diameter ratios, up to about 2.5, the predic-
8 tions correspond well with the correlation by Dittus and Boelter
§ [8], and an equation by McAdan2]. In the region of an annular
g 50 ratio of 3.5, a close agreement exists with the correlation of Stein
o’ and Begell[9].
0 : ; K :
0 50 100 150 200 250

Conclusion

As was expected, it was found that the convective heat transfer
correlation for an annulus is dependent on the annular diameter
ratios. A correlation was deduced from experimental results that
predicts Nusselt numbers accurately for water within 3 percent
from the measured values for diameter ratios between 1.7 and 3.2

Measured Nusselt Number

Fig. 3 Comparison between predicted Nusselt numbers and
measured Nusselt numbers

200 - : . . and a Reynolds number range of 4 000 to 30,000.
/ A Re=10000 |
180 9 ) ressr Nomenclature
160 | // l . .
% . j a = annular diameter ratipD, /D]
£ 104 // 5 ! C; = inner tube convective heat transfer correlation coeffi-
2 120 S o cient (Wilson plot)
= / c ! C, = annulus convective heat transfer correlation coeffi-
§ 100 e % ; cient (Wilson plot) _
Z 80 | o T=E D, = diameter of outer wall of inner tube, m
e D, = diameter of inner wall of outer tube, m
80| =/ /:-i Dy = hydraulic diameter of annulyD,—D;], m
40 ‘ . . . ; D, = inner diameter of inner tube, m
1 15 2 25 3 35 4 h = convective heat transfer coefficient, i
Annular Diameter Ratio k = thermal conductivity, W/mK
A: Foustand Chrisian {5 B:Davi 1] Nu = Nusselt number _ _ _
E: Monrad and Pelton 4] F: Stein and Begell [9] P = exponent of Reynolds number in Wilson plot function

G Medarms 17 H: Dittus-Bostter [5] Pr = Prandtl number
Re = inner tube Reynolds number
Re, = Reynolds number

u = viscosity, Ns/m
Subscripts

Dy, based on the hydraulic diameter of the annulus
i inner tube side

Results obtained for annular diameter ratios of 4.17 and 3.39 do o = annulus side
not agree with the general trend of the rest of the heat exchangers w = wall
which are encircled in Figs. 1 and 2.

These heat exchangers were rebuilt anq the experimental t§3lserences
repeated. The values & and C, were reaffirmed. From the ex- ) . )
perimental results, the behavior & and C, can be described ) 22‘,(,',?5 g.cts ‘F’)plig’_%%at Transfer and Pressure Drop in Annuli,” Trans.
relatively precisely for annular diameter ratios below 3.2. For ra-[2] McAdams, W. H., 1954, Heat Transmissions 3rd ed., McGraw-Hil,
tios greater than this, it is unfortunately not the case and more New York, pp. 241-244.
experimental data are needed. Data points between annulus ratigd Foust, A. S., and Christian, G. A., 1940, “Non-Boiling Heat Transfer Coeffi-

P . . . . cients in Annuli,” American Institute of Chemical Enginee8§, pp. 541-554.
of 3.2 anpl 5 are difficult to obtal_n as tube sizes which would 9iVe 4] monrad, C. C.. and Pelton, J. F., 1942, “Heat Transfer by Convection in
these ratios are not readily available.

- ¢ ) ) Annular Spaces,” American Institute of Chemical Engine86s,pp. 593—-611.
Using results for annular ratios of below 3.2, it was possible to[5] Wiegand, J. H., McMillen, E. L., and Larson, R. E., 1945, “Discussion on:

describe the trend mathematically by evaluating different curve Annular Heat Transfer Coefficients for Turbulent Flow,” American Institute of

. . L . Chemical Engineersi1, pp. 147-153.
flts._ Equapong(s) and (4) exhibited th_e best accuracies and are [6] Kays, W. M., and Leung, E. Y., 1963, “Heat Transfer in Annular Passages—
indicated in Figs. 1 and 2 as dotted lines. Hydrodynamically Developed Turbulent Flow with Arbitrarily Prescribed Heat

Flux,” Int. J. Heat Mass Transf§, pp. 537-557.

Fig. 4 Comparison between the derived correlations and cor-
relations from literature for a wide range in annular diameter
ratios

P=1.013¢ 00672 (3) [7] Petukhof, B. S., and Roizen, L. I., 1964, “Generalized Relationships for Heat
86 Transfer in Turbulent Flow of Gas in Tubes of Annular Section,” High Temp.,
0.003d" 2, pp. 65—68.
C0: 0.0638’3— 0.674§+ 2 225 1.157 (4) [8] Dittus, F. W., and Boelter, L. M. K., 1930, “Publications on Engineering,”

University of California, Berkeley, pp. 443.

P : : [9] Stein, R. P., and Begell, W., 1958, “Heat Transfer to Water in Turbulent Flow
By SUbStItUtmg Eqs(3) and(4) into Eq.(2) a correlation for the in Internally Heated Annuli,” American Institute of Chemical Engineers Jour-

prediction of the Nusselt number is produced. nal, 4(2), June, pp. 127—131.

The validity of the resulting correlation for the prediction of [10] Crookston, R. B., Rothfus, R. R., and Kermode, R. I., 1968, “Turbulent Heat
Nusselt numbers was tested with experimental data from all heat Transfer with Annuli with Small Cores,” Int. J. Heat Mass Trandfl, pp.
exchangers having an annular diameter ratio of less than 3.2. Al 415-426.

. . - . Dirker, J., 2002, “Heat Transfer Coefficient in Concentric Annuli,” Master’s
pre(zlc.tlor;s) were within 3 percent of experimentally obtained val="™ gegree dissertation, Department of Mechanical Engineering, Rand Afrikaans
ues(Fig. 3).

University, Johannesburg, South Africa.
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[12] Sieder, E. N., Tate, G. E., 1936, “Heat Transfer and Pressure Drops of Liquigf thermocapi”ary flow is zero in this instance and there is no
in Tubes,” Ind. Eng. Chem28, pp. 1429. .

[13] Wilson, E. E., 1915, “A Basis for Rational Design of Heat Transfer Apparareason for the tracer bubble on the right to move as a whole
tus,” Trans. ASME,37, pp. 47—82. toward the bubble on the left.

[14] Briggs, D. E., and Young, E. H., 1969, “Modified Wilson Plot Technique for  The bubble on the left of Figure 1(lopnsists primarily of spar-
Obtaining Heat Transfer Correlations for Shell and Tube Heat Exchangers*"lig|y soluble gas such as hydrogen or oxygen produced during
Chemical Engineering Progress Symposi@®, pp. 35—45. . . . .

electrolysis; the bubble grows by diffusion of dissolved gas
through the liquid to the gas/liquid interface. If the bubble is on a
warm surface, there is an overall temperature gradient normal to
the solid surface both in the liquid and at the gas/liquid interface.

A Thermocapi"ary Mechanism for Since the surface tension of the liquid depends on temperature, a

Lateral Motion of Bubbles on a Heated gradient of the latter engenders a gradient of the former; the mo-

. bile interface of the bubbles cannot sustain the shear stress and
Surface Durmg Subcooled hence thermocapillary flow exists in the region around each

ili bubble. This is the thermal version of the well-known Marangoni
Nucleate BOI'Iﬂg effect.[1,2] A few streamlines showing the upward flow near the

bubble and circulation are provided. Since the flow is upward
Paul J. Sides away from the heated surface in its vicinity the bubble pumps the
e-mail: ps7r@andrew.cmu.edu liquid out from arc()u)nd it. A mobile tracer bubble shown on the
. . . ; right side of Fig. 1(bjs entrained in this flow. Of course in reality

Department Pf Chemical Engineering, Carnegie Mellon flow fields exist about both bubbles; they entrain each other.
University, Pittsburgh, PA 15213 This motion has been observed in electrolytic gas evolution and
in model experiments. Sides and Tobj&3 observed lateral mo-
tion of oxygen bubbles on transparent tin oxide electrodes in elec-
Both thermocapillary flow and the concerted motion of bubblesolytic gas evolution; Sides and co-workge] formulated the
toward each other in subcooled nucleate boiling have been mehermocapillary pumping hypothesis and investigated the ther-
tioned in the literature on boiling phenomena, but never assoaiocapillary pumping mechanism theoretically and experimentally
ated with each other. Also, it has been shown in previously unigra model systerfi5] where only viscous transport of momentum
lated contributions that thermocapillary flow around bubbles ofyas allowed. Figure 2 is an example of their resulss] Two
sparingly soluble gas can cause those bubbles to aggregate oR@bles adjacent to each other come together when the surface is
warm surface. The conjunction of these observations leads to {igrm and separate upon reversal of the temperature gradient. The

hypothesis that mutual entrainment in thermocapillary flow mighfechanism of thermocapillary driven aggregation of two bubbles
drive bubbles toward each other during nucleate boiling of a suby; sparingly soluble gas is well established where purely viscous

cooled liquid. An approximate equation for estimating the obseryj .. is a good assumption.

ability of such motion is presented. The effect would be especially, o subject of the hypothesis of the present work is Fig),1

important in cases where the bubble release rate is low such % case where bubbles are produced by boiling into subcooled

boiling on horizontal down-facing surfaces and boiling in micro;. . : - P :
gravity. [DOI: 10.1115/1.1517268 liquid. While superficially similar, in that both electrolysis and

boiling result in growth of a much less dense phase within a more
dense phase, the phenomena of electrolysis and boiling are quite
different in many ways, such as in the origin of the less dense
phase, the resulting size of the bubbles, and the speed of events.
A Thermocapillary Mechanism for Lateral Motion of  These differences make any new correlation between the two phe-
Bubbles nomena worthy of exploration. In fact the application of the con-
caept of thermocapillary induced aggregation only applies to a sub-
:%éqt of boiling phenomena, i.e., nucleate boiling into subcooled

lescence of bubbles during subcooled nucleate boiling is p d It terintuitive t v th ol f )
sented. The hypothesis is that adjacent bubbles entrain each o[‘r%ﬂ] - LS counterintuitive 1o apply thermocapiliary flow con-
epts to boiling at all because in most cases the vapor liquid

in thermocapillary flow surrounding them during nucleate boilinfgl

A hypothesis about a transport mechanism that promotes ¢

of subcooled liquids. The entrainment manifests itself as motidfterface is an isotherm; it is only in the special case of nucleate
of the bubbles toward each other, which promotes their coal _!Ilng into subcooled liquid that the hypothesis has potential for
cence. The discussion and calculations provided in this contribfNg true. o o _
tion are offered in support of the hypothesis. The hegteq s_urface of Fig. 1(d a_boye the t_)0|||ng_p0|n_t, but
Consider the circumstances appearing in Figa—t). In all the bulk liquid is subcooled. The liquid consists primarily of a
cases a growing bubble is immersed in liquid and either attachdre compound such as water but also contains a sparingly soluble
to- or very near a warm surface. We assume for simplicity that tig&s. The bubble of Fig. (&) in this case grows principally by
process is occurring in microgravity, so natural convection is ngaporization but it extends into subcooled liquid. If a temperature
included. It is also assumed for clarity that an adjacent “tracedradient likewise existéeven if transientlyglong their interfaces,
bubble is mobilej.e., that its contact line is either nonexistent othe bubble on the left entrains a tracer bubble in its vicinity, as
sufficiently small not to affect any lateral bubble motion. Thehown in Fig. 1(c).
bubble is growing either because of vaporization of liquid or dif- The question is the extent to which this phenomenon might be
fusion of dissolved gas to the interface. apparent during boiling. Evidence both of thermocapillary flow
The bubble on the left of Fig. 1(ajs entirely immersed in and of boiling bubble motion driven by forces other than buoy-
saturated liquid heated by the solid surface; the vapor/liquid inteincy exists in the literature. McGrew et 8] heated a suspen-
face is an isotherm. Consequently, the only flow associated wifon of small particles in n-butanol and other liquids. The particles
these bubbles is due to the expanding interface. There are tigced the flow in the vicinity of bubbles that appeared during
thermal gradients on the vapor/liquid interface, so the contributigficleate boiling of the test liquid. Their comments are worth quot-

ing [6]:
Contributed by the Heat Transfer Division for publication in th®URNAL OF “Wh boili blished . | b d
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 10, en boiling was established, we consistently observed a

2001; revision received July 11, 2002. Associate Editor: C. Thomas Avedisian. ~ Streamline type of flow and a rapid circulation of liquid around
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saturated liquid
— tracer bubble
vapor bubble
(a) r/ }
A 4
heated plate
bubble of sparingly
soluble gas electrolyte
Oj @ tracer bubble
\
j & a0
 HIIIIIHnHNIN \\\\\\\\\\\\\\\\\\\\\\\\\\\\\
electrode evolvmg gas
subcooled liquid
vapor + gas
(©) Ojj ? @ tracer bubble
DMANNNNN \\\\\
heated plate

Fig. 1 (a) A bubble in saturated boiling. The bubble is im-
mersed entirely in superheated liquid. The fluid flow is due to
the expanding interface because the vapor liquid interface is an
isotherm. The tracer bubble does not move toward the other
bubble. (b) A bubble of sparingly soluble electrolytically
evolved gas near an electrode that is the source of the gas and

is itself warm with respect to the electrolyte. The low thermal
conductivity of the bubble relative to the thermal conductivity

of the liquid supports a temperature gradient at the gas /liquid
interface, which causes the liquid to flow away from the elec-
trode and to entrain a tracer bubble.  (c) A bubble being gener-
ated by vaporization at a heated surface, and consisting prima-
rily of vapor with some amount of sparingly soluble gas
immersed in subcooled liquid. Thermocapillary flow ensues be-
cause there is a temperature gradient along the surface of the
bubble; as in (b) the temperature gradient engenders a surface
tension gradient that pumps liquid in the vicinity of each
bubble away from the heated surface. Adjacent bubbles entrain
each other and consequently move toward each other.

the bubbles. .

around the bubble peripher. .

. Théquid moved along the heated surface to
ward the bubbles from all sides, and then traveled downward

observed that bubbles moved on the surface of their heater and
coalesced. They noted that they met at the warmest part of the
heater, which echoes the lateral thermophoresis argument of
McGrew et al[6]. Qiu et al.[8] observed coalescence of bubbles
grown side by side from prepared nucleation sites on silicon, but
the aggregation of bubbles seemed to depend more on proximity
and size than on directed motion toward each other.

The identification of thermocapillary flow in boiling of sub-
cooled liquids led primarily to investigation of both its enhance-
ment of heat transfer and its mechanism. Previously, the substan-
tial improvement of heat transfer by boiling was ascribed to the
agitation associated with bubble growth, coalescence, and depar-
ture, but investigators have turned their attention to the conse-
quences of thermocapillary flow for heat transfer by boiling in
subcooled liquids. Marek and Stra[f] describe this effect. Their
vision of nucleate boiling into subcooled liquid in the presence of
noncondensibles appears in Fig. 3. The heater superheats liquid
adjacent to it. The liquid, bearing both a primary component and
dissolved noncondensibles, vaporizes. The vapor condenses in the
subcooled zone at the top of the bubble leaving behind the gas
which accumulates. If the system is isobaric, equilibrium at the
bubble interface sustains a negative temperature gradient along
the bubble wall. The bubble can even collapse in some circum-
stances.

Recent reporting10-12 on visual observation of growing
bubbles during boiling has provided additional evidence both for
the concerted motion of small bubbles to coalesce with large ones
and for the aggregation of equal-sized bubbles, evidence that is
strikingly similar to the observations of Sides and Toljiak Kim
et al.[10,11]flew a micromosaic heater in a reduced gravity en-
vironment and found that the large bubble that formed was “fed
by smaller satellite bubbles that surround it.”

Thus the phenomenon of thermocapillary driven aggregation of
bubbles during boiling is plausible but it remains to examine
whether it might be observable for the relatively large bubbles
produced in that process. The circumstances are quite different
since the small bubbles of electrolysis of aqueous solutions al-
lowed assumption of flow dominated by low Reynolds number
flow, while that assumption is clearly not appropriate for boiling.
Second, it is not clear whether the possible thermocapillary flow
velocities would be sufficient to generate an observable flow.

Estimation of Flow Rate Due to the Thermocapillary
Mechanism

We perform a scaling analysis of the equations of motion in-
cluding both diffusion and convection of momentum for the pur-
pose of estimation of the strength of the flow and hence the po-
tential lateral migration velocity of the bubble. Consider a vertical
mobile interface in cartesian coordinates, as shown in Fig. 4; the
direction along the interface is thedirection and the direction
away from the interface is the direction. For simplicity, they
direction is infinite. The length scale along the interface is taken
asa. The characteristic velocity along the bubble surface is the
thermophoretic velocity13]

_dy AT 1
V20~ 4T 250 (€]

This was one of the earliest observations of thermocapillary flow
during boiling. Elsewhere in this article, the authors record tH8 Which d/dT is the variation of surface tension with tempera-

following observation:

“Some of the bubbles could be observed moving along the he#r

ture, AT is the temperature difference over the length sealend
is the liquid viscosity. The component of the steady equation
motion and the continuity equation appropriate for this case are

ing surface, and a tendency for the bubbles to move toward each

other was apparent.” v, w, v v, 5
. . . v v v +v
McGrew et al.[6] ascribed the aggregation to thermophoretic X ax ? oz ax? 9z° 2
motion along thehorizontal temperature gradients that exist be-
cause the low conductivity bubbles disturb the heat flux paths that vz vk -0 3)
would otherwise be normal to the heated surface. Ervin d7al. dz X
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=1310s t =1450 s t =1480s

Fig. 2 Experimental observation of the thermocapillary pumping effect. Bubbles move together, apart, and back toward
each other as the surface on which they rest is first heated, then cooled, then heated. Air in silicone oil. The bubbles are 1
mm in diameter. See Kasumi et al. [5] for details of the experiments and theory.

wherev denotes velocityx andz are cardinal directions, andis vy, Iy, e, va &, v P,
the kinematic viscosity. Unlike the analysis for electrolyfgiss], — qﬁxa— + drz&— =27 +— 57 (5)
the flow equation above includes convective terms. XoUz0 K S U2k 07 V2o 9&
The goal is to scale these equations appropriately and in the
process deduce a characteristic velocity inthgirection. Defin- The thermocapillary flow at the interface is extended into the bulk
iNg X,, vy, as characteristic length and velocity normal to théuid by diffusion of momentum, so the first term on the rhs is
interface, we substitute them into H&] along witha andv . important. Scaling it tdD(1), oneobtains a formula for a char-
2 2 5 acteristic distance in the lateral directiog= \/valv,, The coef-
Uxdbzo 9Pz, Yzo Iz _ V20 bz V209 b (4) ficient of the second term on the rhs@(10" %) so diffusion of
Xo Ydma Tt xe an’ a® 9l* momentum in the direction can be neglected. The reference ve-
where  is velocity andy=x/x, and {=2z/a are dimensionless locities and distances are now inserted into the continuity equa-
distance in thex and z directions, respectively. Convection oftion
momentum in the direction parallel to the interface is obviously an
important term, so we scale it ©0(1) by dividing the equation

U_zo‘9¢z Uxo ‘?d’x_

through by the coefficient of the second term on the lhs, which + —— =0 (6)
gives a ds \valv,, 97
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along the heated surface. The bubbles aggregate in response to
this force when at least one bubble of a pair is mobile. If both
bubbles are mobile, they respond to each other’s flow field and
thus move toward a point between them. If both bubbles of a pair
are attached to the surface, issues of the movement of contact
lines come into play, which is beyond the scope of this analysis.
This analysis also does not include any representation of the
purely hydrodynamic hindrance of a detached bubble due to a
nearby wall, but neither does it include a substantial increase of
velocity due to intensification of thermal gradients between
bubbles whose centers are less than 3 radii apart.

The observability of motion due to thermocapillary pumping is
given by the ratio of the time scale for bubble release divided by
the time scale for motion of the bubble. Its meaning is that an
observer can hope to record the lateral motion of bubbles due to
the proposed thermocapillary mechanism before the bubble de-
parts from the surface.

accumulation

Fig. 3 Phenomena occurring during evolution of a bubble ... Trelease  Treleas¥ xo dy AT

na occt unng & ) observability= = = Trel pe= (©)]
from an evaporating liquid containing dissolved nonconden Tmotion a releaseN 4T 2pa’
sible gases. Heat evaporates the liquid; dissolved gases also ) ] )
enter the vapor phase but accumulate at the top of the bubble As an example of the use of this equation, consider the results of
as the vapor condenses. The accumulation of gas inside the Ibrahim and Juddi14]who boiled water on a copper surface and
bubble requires the temperature of the liquid at the top to de- recorded a bubble growth time of 6 ms for bubbles that grew to
crease, which enhances the thermocapillary motion (After 1.8 mm in radius in liquid subcooled by 10 K. Using1.8

Marek and Straub [9]). 1074 N/(m-K) as the derivative of surface tension for water

near the boiling poinf15], one calculates the observability to be

0.12, which means that thermocapillary motion was not obvious
The terms balance if,= J»v,,/a. Using (1), one obtains from in their experiment performed in 1 g. The observability calculated
this process an estimate of the lateral velocity to be expected foaldove is not so far from unity that bubble motion due to mutual
given temperature difference over the distaacdaking the dis- thermocapillary entrainment must always be negligible; instances
tancea to represent the radius of the bubble and to represent where bubbles remain on surfaces, such as downward facing sur-
the temperature difference between the base of the bubble anddises in earth gravity or any heated surface in microgravity, might
apex, we obtain an estimate of the lateral velocity of the liquideveal the effect.
wherep is its density.

\/V dy AT [AT dy Closure

adT2u V2apdT @ The principal contributions of this note are the statement of a

Uxo

. - - . ypothesis concerning a possible thermocapillary pumping
Equation(7) indicates that liquid flows toward the interface OTJr1nechanism for lateral bubble motion on a heated surface during
Fig. 4, and similarly toward a single bubble of radasat a rate

: < ucleate boiling, and the presentation of equations for estimating
proportional to the square root of the temperature gradient in t strength of the effect. The phenomenon will be most evident in

direction of flow. The velocity is independent of viscosity becausg,c mstances where bubbles are retained on surfaces, such as

viscosity both produces and impedes the secondary flow towg{gc|eate hoiling from subcooled liquids in microgravity or on the

the bubble. . .
underside of horizontal heaters.
The meaning of Eq7) is that two bubbles within a few radii of

each other experience an attractive force due to the lateral flow
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Measurements of vapor fraction and bubble axial velocity were 4
carried out in subcooled boiling flow using a newly designed two- . .,
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tion of the vapor bubbles essentially head-on. The new measure

ments were more repeatable and had less scatter in the outer lo
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upstream
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Introduction z
241
In a recent paper, Roy et dl1], we reported local measure- =
ments in the liquid and vapor phases of turbulent subcooled boil® 2 -
ing flow. The vapor residence time fraction and vapor bubble : [
time-mean axial velocitytaken to be the mean propagation ve-
locity in the axial direction of the front interface of the bubble 10 S

were among the quantities measured at six different experimentg g sensor
conditions. A two-sensor fiberoptic prolffhotoneticswith 50 B

. . . . > 6 o
um sensor tip size, Fig. 1(a), was used. However, the horlzonta:
orientation of each sensor in a flow whose mean direction wa3z 4 -
vertical was deemed to have been a possible source of measuiz
ment error because of some ambiguity in the bubble piercing ac®

tion of the sensor tip. To investigate this, we designed a new ¢ T T

two-sensor fiberoptic probe Which was the_n constructed by RB .4, 0.73 0.74 0.75
Sarl, France. In this paper, we briefly describe the new probe an Seconds
report its measurement of vapor fraction and bubble time-mea
axial velocity.
(c)

Contributed by the Heat Transfer Division for publication in tmugnaL oF  Fig. 1 The two-sensor fiber-optic pr_ObeS5 (a) earlier FOP
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 13probe; (b) new FOP probe; and (c) typical sensor outputs—new
2002; revision received July 24, 2002. Associate Editor: D. B. R. Kenning. probe
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Fig. 3 Vapor fraction and time-mean bubble axial velocity dis-
tributions for experiment tp2

description of the signal analysis method for obtainingandU g

can be found in4]. The vapor fraction was based on the upstream
sensor signal because the downstream sensor was likely to have
been affected by the upstream sensor wake.

able but was decided against because of structural strength con-

sideration. The probe was operated by a two-channel op

electronic modul€RBI Sarl).

Besults

Figure 1(c)shows typical outputs from the two sensors when in The six experiment$tpl through tp6reported in[1] were re-
the bubbly flow boiling region. For each sensor signal, the sarpeated with the new probe. For brevity, we show the results of
pling time interval was 50us and the record length 6 sec. Aonly three experimentétpl, tp2, and tp5). Data from the other
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Fig. 4 Vapor fraction and time-mean bubble axial velocity dis-
tributions for experiment tp5

The uncertainty in bubble axial velocity at the outermost location
was larger(+=10% of value)mainly because very few bubbles
were present. Furthermore, these bubbles were smaller in size and
more susceptible to turbulent velocity fluctuations of the liquid
phase than the larger bubbles.

Figures 2—4 show the results. The experimental conditions are
given in the figures. Included in each figure are the new data and
the earlier datd1]. The newag data are, in general, slightly
lower—this trend was not influenced by uncertainty in locating
the upstream sensor which was minimal, the sensor tip having
been positioned accurately by two intersecting laser beams. The
new U data were generally more repeatable and had noticeably
less scatter in the low vapor fraction regioR*(>0.2) of the
boiling layer. We note that the measurement location closest to the
heated inner wall in the new experiments—r;=0.42 mm)is
slightly farther from the wall compared with the experiments re-
ported in[1] (r —r;=0.37 mm). This was in order to provide an
additional safety margin for the sensor tips of the new probe when
approaching the inner wall.

Numerical simulation results farg andUg were presented in
[1] and are not shown here.

Concluding Remarks

The altered orientation of the sensors in the new two-sensor
fiberoptic probe yielded measurements of the bubble time-mean
axial velocity that were more repeatable and with less scatter in
the outer low vapor fraction region of the boiling layer compared
to our earlief1] measurements. In our opinion, this is because of
the more sharply defined bubble piercing action of the sensor tips.
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Nomenclature

Dy, = channel hydraulic diamete# 2(r,—r;)
r = radial coordinate
ri,ro = dimensionless radiuss (r —r;)/(ro—r;)
Rg, = Reynolds number at channel inlet,Uy, ;,Dy /v
Upin = time-mean bulk axial velocity of liquid at channel
inlet
Ug = time-mean axial velocity of vapor bubble
z = axial coordinate
ag = vapor residence time fraction
v, = liquid kinematic viscosity
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Numerical Study of Buoyant Plane tal results was obtained. Furthermore, no significant differences
between the results of the two turbulence models was observed.

Parallel Jets The author has found no published literature concerning the
behavior of buoyant, plane parallel jets. However, experiments for
free convection over two parallel heat sources were first carried

RObert E. Spall_ out by Rouse et a[12]in the early 1950s. They observed that the
e-mail: spall@fluids.me.usu.edu two plumes quickly merged so that the maximum velocities were
Department of Mechanical and Aerospace Engineering, located along the vertical symmetry plane. Subsequently, Pgra and
Utah State University, Logan, UT 84322-4130 Gebhart[13] looked at both plane, parallel plumes and axisym-

metric plumes, and observed that the plane, parallel plumes inter-
acted more strongly than did the axisymmetric plumes at the same
spacing. Gebhart et dl14]further investigated the interaction of

A numerical study was performed to assess the influence of buayequal plane plumes.

ancy on plane, parallel jets. Results indicate that, relative to iso- In the present work, the findings of Anderson and Spal,

thermal jets, the location along the vertical symmetry plane aind the work of Rouse et dl12] are extended by investigating

which the two jets merge (the merge point) decreases with inumerically the evolution of buoyant, plane parallel jets.

creasing jet inlet temperature. This decrease is attributed to

higher entrainment rates for the heated jet relative to the isother-

mal jet. It was also found that for sufficiently high values of the ) .

Archimedes number, the merge point becomes nearly independé@thematical Model and Numerical Method

of the initial jet spacing. [DOI: 10.1115/1.1501088 The governing equations consist of the incompressible Rey-
nolds averaged momentum, continuity and energy equations, and
. . equations for turbulence closure. The equations were solved using
Keywords: Heat Transfer, Jets, Mixed Convection. the pressure-based, structured-grid, finite-volume code Fluent
(Version 4.4, Fluent, Inc., Lebanon, NH he governing equations
are well known, and hence for purposes of brevity are not listed.
. However, a brief description of the modeling assumptions regard-
Introduction ing density variations and turbulence closure follow.

Single turbulent plane and offset wall jets are of great engineer-Density variations were taken into account using the Bouss-
ing importance, and consequently have been studied extensivigigsq approximation for which the density was treated as a con-
[1-3]. Applications include burners and boilers, film-cooling oftant value in all solved equations except for the buoyancy term in
lining walls within gas turbine combustors, fuel-injection systemghe momentum equations, which was treated as
and heating and air-conditioning systems. However, far fewer in-
vestigations into the behavior of multiple parallel jets appear in
the literature. In addition to the applications mentioned above, the
study of multiple jets may be particularly important in the design
of pollutant exhaust stacks. Specifically, relative to a single exherep, and T, are the far field reference density and tempera-
haust stack, the close grouping of stacks to form parallel jets mte respectivelyg is the thermal expansion coefficient, apds
be employed as a means to increase the exhaust plume trajectbeygravity vector.
and consequently decrease the impact of exhaust polliahts Results presented in Anderson and Spall] revealed little

Flow patterns for two parallel plane jets have previously begtifference between the merge points obtained uging: or dif-
reported in the literaturgc.f. [5—11]]. The earliest studies were ferential Reynolds stress turbulence models. Consequently, for
those of Tanak$5,6]in which the basic flow patterns and entrainthis study &k—e model was employed for turbulence closure. The
ment mechanisms of parallel jets were described. In particulérgnsport equations solved for the turbulence kinetic enkrayd
Tanaka identified three relevant regions of the flowfield in thdissipation rates in the present work are given as
axial direction. The first may be termed the converging region,
which begins at the nozzle exit and extends to the point where the P P ok
inside shear layers of the jets mer@enoted the merge point —(pk)+ — (puk)= _(ﬂ_
The merging of the jets is due to the asymmetric nature of the  dt IXi IXi \ Oy IXi
entrainment rates which results in a region of sub-atmospheric
pressure between the jets. The jets are consequently deflected (50- P e
ward each other; at their merge point the velocity on the symmetry. (pe)+ — (pu;e)= — (ﬂ -
plane is equal to zero. The intermediate, or merge region is t 25 X \ o X
existing between the merge point and the combine point, where 2
the combine point is defined as that point along the symmetry —C,op~—. (3)
plane at which the velocity is a maximum. Finally, the combined k
region is that downstream of the combine point where the two jets
begin to resemble a self-similar single jet. The general charactghe rate of production of turbulence kinetic enerGy,, is defined
istics of the flow field are illustrated in Fig. 1. as

Anderson and Spall11] recently presented experimental and
numerical results for isothermal, plane parallel jets at spacings

(P_Po)gz _Poﬂ(T_To)g 1)

+G+Gp—pe  (2)

&
+Cerpc (Gt (1-C.3)Gy)

S/d=9, 13, and 18.2%whereSis the spacing between jet center- G duj  dui) dup 4

lines andd is the jet width). Values of the merge and combine k= Mt axi X)X )

points computed using both the standarde and a differential

Reynolds stress model were compared with experimentally mea- .

sured values. Good agreement between numerical and experinfdifl the generation of turbulence due to buoya@y, as
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF My dp

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 14, Gpy=—"0gi— —. (5)

2001; revision received June 6, 2002. Associate Editor: T. Y. Chu. POh axi
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Fig. 1 Description of parallel jet geometry

The empirical constants in the model were takenCag=1.44,
C,,=1.92, C,3=1.0, C,=0.09, 0,,=1.0, 0,=1.3, and oy
=0.85. Note thatry, is defined ag,C, /k; (wherek; is the effec-
tive thermal conductivity an€,, is the specific heat

that Re=75,000(We note that experimental data from previous
isothermal studies indicates that the location of the merge and
combine points are nearly independent of the Reynolds number.

The turbulence intensities at the inlet were set to 5 percent,
from which the turbulence kinetic energy distribution was ob-
tained. The dissipation rate inlet boundary condition was derived
from the relationshiptﬂklf’/L where the turbulence length scale
L was taken as 0.@7

Three different grid resolutions were employed for e&tt
spacing. For the cases defined®yl=9 and 13, grids consisting
of 71x152, 140>300 and 278>697 cells were used, whereas for
the caseS/d=18.25 the three grids contained X152, 180
X300, and 358%97 cells. Across the jet inlet, the coarse, me-
dium, and fine grids contained 10, 20, and 40 cells, respectively.
In all cases, cells were clustered toward thye=Q) symmetry
plane and thex=0) wall.

The importance of buoyancy in mixed convection flows is in-
dicated by the ratio of the Grashof number to the square of the
Reynolds number asA(pgd)/(pV?). In general, when this ratio
approaches unity, one may expect strong contributions from buoy-
ancy. This ratio is also referred to as the Archimedes nurghey
and when the density variation is accounted for by the Boussinesq
approximation may be expressed as

Ar=(BgdAT)/V2. (6)

whereAT=T;,e— To- (Note that fluid at temperaturg, may be
entrained across th&=Xp. and y=ymax Constant pressure
boundaries.)Parameters were set to provide values of=Ar
1/16, 1/8, 1/4, and 1/2. The maximum value/of was limited to
~15°C so that the assumption of small temperature variations
inherent in the Boussinesq approximation would not be violated.

Results
Shown in Fig. 2 are contour plots of velocity magnitude which

In terms of the solution procedure, interpolation to cell faces félisplay the jet trajectory for cases defined by=Ar (left side)and
the convection terms was performed using a bounded QUICK = 1/2 (right side), at jet spacin§/d=13. Contours range from

schemd 15]; second-order central differencing was used for vis-
cous terms. Pressure-velocity coupling was based on the SIM-
PLEC procedurd16]. Solutions obtained using the segregated

solver were considered converged when residuals for each of th
equationgbased on an L2 normyere reduced by a minimum of
four to five orders of magnitude. Additional iterations were then
performed to confirm iterative convergence.

Geometry and Boundary Conditions

The computational domain is identical in size to that employed
in Anderson and Spal(l11], defined by a rectangular region dis-
cretized using a Cartesian grid covering one half of the flow field.
A symmetry boundary condition was defined along theO
plane, whereas constant pressure boundary conditions were spec
fied on they =y ax and X=Xy,ax planes(see Fig. 1). The domain
was bounded on the=0 plane by an adiabatic wall along which
nonequilibrium wall functions were specified. An opening of
width d in the wall defined the location of the jet inlet over which
a uniform velocity profile was set. The inlet was centereg/alt
=45, 6.5, or 9.125, providing the three jet spacings studied
herein. Depending upon tH&d ratio, X5 ranged from 100do
120d; whereas/aranged from 20do 30d. (Note that numerical
tests for several cases performed by further increasing the extent

of the domain in each direction by 50 percent did not produce in

any significant changes in the resylts.

The relevant Reynolds number for the problem was defined

Re=(pVd)/u (wherep is the densityV the inlet velocity, angu is

Fig. 2 Contour plot of constant velocity magnitude for values
Ar= 0 (left side) and Ar= 1/2 (right side) at a jet spacing of
S/d=13. Contour intervals for the Ar =0 case range from 0.1 to

the dynamic viscosity Air was employed as the working fluid, 1.0 in intervals of 0.1. Contours for the Ar  =1/2 case range from
and the variables defining the Reynolds number were chosen sochto 2.2 in intervals of 0.2.
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Ar=1/8 Ar=1/2

S/d=9 . S/d=13

fd

i
Fig. 3 Contour plot of constant velocity magnitude for cooled Fig. 4 Contours of constant dimensionless temperature «T
jet with Ar= 1/64 at jet spacings S/d=9 (left side) and S/d —To)/(Tiyet— To)) for Ar= 1/8 (left side) and Ar= 1/2 (right side)
=13 (right side). Contours range from 0.1 to 1.0 in intervals of at a jet spacing of S/d=13. Contour levels range from 0.1to 1.0
0.1. in intervals of 0.1.

0.1to 1.0 in intervals of 0.1 for the Ar0 case, and from 0.2 10 pypyancy. An additional cooled jet calculation for teéd=9
2.2 in intervals of 0.2 for the Ar#/2 case(Note that only the gpacing at Ar=1/16 revealed that the jets did not merge, but be-

region in the vicinity of the jet inlets is shown, not the entirg3yeqd in a manner similar to tfd= 13 results shown in Fig. 3.
computational domainFor this and all subsequent contour plots, contours  of constant  dimensionless  temperatureT ((
tic marks on the ordinate and abscissa appear in increments of 1—To)/(Tin|et—To)) are shown in Fig. 4 at a jet spacing 8fd

The merge points, the location of which are defined by a stagna- L . - . .
tion point along the axis, are identified on each side of the figuretS 07 Ar=1/8 (left side)and Ar=1/2 right side). The tempera-

by the arrows. Consequently, the regions below the merge potHf€ contours provide information that is qualitatively similar to
constitute recirculation zones. Whereas the maximum velocity f§¢locity contours. The figure clearly reveals that the jets merge at
the case Ar=9 occurs at the jet inlet, the maximum velocity oclower values ofx/d for the Ar=1/2 case than for the Ar1/8
curring for the case Ar#/2 is 2.28V and occurs downstream of case. In addition, it is clear that the temperature distribution within
the merge point. Examination of the contours for the case Alie recirculation zone is essentially constant, a result of the adia-
=1/2 reveal that the jet velocity increases as the fluid leaves thatic wall condition.

inlet. This leads to greater local entrainment rates, and as a resufshown in Fig. 5 is a line plot of the merge point/d) as a
(and perhaps contrary to intuitipthe location of the merge point function of Archimedes number for the three jet spacings defined
decreases relative to the isothermal case by a factor of appraxy S/d=9, 13, and 18.25. This figure serves to summarize the
mately 5.5. The results also show that the width of the isothermgénds inherent as the Archimedes number is increased from the

jet downstream of the merge points is larger than that of thegthermal (Ar=0) cases. The results indicate a dramatic decrease
heated jet. For instance, atd= 20 (near the top of the figurdhe

width of the isothermal jet is approximately 50 percent greater
than that of the heated jet. For purposes of brevity, results for
other cases defined b§/d=9 and 18.25, and at intermediate
values of the Archimedes number, are not shown. However, the
trends inherent in those results are consistent with the rest-ag -
shown in Fig. 2.

Shown in Fig. 3 are contours of constant velocity magnitude ft
the case of a cooled jet at spacingad=9 (left side) and S/d
=13 (right side). If AT is redefined a3 y— Tj,e;,» the Archimedes 15
number for these results is then 1/64. For the spaSidg- 13, the
resulting flow pattern is considerably different than for the isothe
mal and heated jets. The jet trajectory is away from the symmei_£
plane and no merging of the parallel jets takes place. Consg 10c
quently merge and combine points are not defined. The directi
of the flow here is dictated by continuity—the fluid within the
cooler jet is denser than the surrounding fluid, and hence ha:
tendency to drop. Continuity dictates that the drop be directe
away from the symmetry plane. However, for the c8&#=9 the
forces drawing the cooled jets togeth@lue to asymmetric en- [
trainment)are sufficiently larger than the buoyancy force such th: 8
the jets still merge, with the merge point occurringkat =9.23. 00
Nevertheless, slightly downstream from the merge point the jet
trajectory is directed away from the symmetry plane as the verfiig. 5 Location of merge point as a function of Ar for jet spac-
cal momentum is eventually diminished due to the influence afgs S/d=9, 13, and 18.25

Il L 1 L n i 1 i n " 1 i o |
0.10 0.20 A 0.30 0.40 0.50
r
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in distance to the merge poiiand consequently, the size of theNymerical Solution for Transient
recirculation zongas the Archimedes number is increased onl

modestly from zero. In addition, the results indicate that for AtonjUQate Two-Phase Heat Transfer

=1/4, the location of the merge point becomes nearly independdffith Heat Generation in the
of the jet spacingS/d.

Results shown in Fig. 5 were computed on the finest gridE.)lpe Wall
Locations of the merge points computed on the intermediate and
coarse level grids ranged from 1 percent to 6 percent lower th . .
those computed on the fine grids. Several cases were then cg r V. Fairuzov
puted by doubling the grid resolution of the finest grid in thé rofessor
streamwise direction, and revealed essentially no change in M&€m. ASME
merge point. Consequently, for the purposes of the present stigiynail: fairuzov@servidor.unam.mx
the fine grid calculations were thus considered to be adequately
resolved. Hector Arvizu

Graduate Student,
Assoc. Mem. ASME

Conclusi Institute of Engineering, P.O. Box 70-472, National
onciusions Autonomous University of Mexico, Mexico City 04510,
The results reveal that the trajectory of plane parallel jets fgexico

strongly influenced by what may be considered as moderate levels

of the ratio of buoyancy to inertial forces. This conclusion has

implications in areas such as the ganging of smoke stacks, jn

which the close grouping of stacks may be utilized to combirﬁ
non-manifolded exhausts into a single jet. The results also indic

; . o)
that cool_ed je_ts are not prone to merging l_mless the ArCh'me o criteria of applicability of the solution obtained were pro-
number is quite small. Although this is not likely to present itselhosq and numerically tested using a more rigorous model, which
as an application in the ganging of smoke stacks, it may be 9f.ounts for the effects of heat conduction with heat generation in
significance in other engineering applications. The author plansggs wall and forced convective boiling. The solution obtained pro-
consider in future work the fully three-dimensional interactiojides a simple and reliable alternative to more rigorous methods
between arrays of both isothermal and buoyant round jets.  for modeling transient two-phase flow in heated channels when
the material of the wall bounding the flow has a high thermal
conductivity and the wall superheat is small.
[DOI: 10.1115/1.1470170

method developed earlier for modeling conjugate two-phase
at transfer in flashing flows was used to obtain a numerical
ution for transient boiling flow in heated pipes or channels.
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nels are usually made of steel or some other metal. When the hiet pipe wall. The maximum temperature rise induced by the in-
generation rate is low, the transverse temperature gradient in teeal heat sources can be estimated using solutions obtained for
wall is small because of a high thermal conductivity of metalsne-dimensional steady conduction with heat generation. For
Such situations cause difficulties in the numerical analysis of uheundary conditions in which temperature is specified at the wall-
steady heat conduction inside the wall. Temperature differendasd interface and the external pipe surface is insulated, the
between grid points of the numerical model of heat conduction maximum-source-induced temperature rise can be calculated us-
the pipe wall are so small that the problem becomes sensitiveibg the following relationships.

round-off errors. Under these circumstances, it is very difficult to

achieve the heat balance at the wall-fluid interface. It is important

to note that in most such cases the problem considered yet shouldhin Wall

be treated as a conjugate heat transfer problem since the wall q" 8
thermal capacity effect cannot be neglected. AT,= )
In the present paper, a method proposed in the previous work 2k

[5] for modeling of conjugate heat transfer in flashing flows is “Thick Wall

used to obtain a simplified numerical solution for transient boiling

flow in heated pipes or channels. The solution obtained is verified q”’rg ri2 Mo
using a more rigorous model, in which the effects of the wall ATw="7 " r_2+2 In—-1 (3)
superheat and heat conduction with heat generation, are taken into

account. Criteria of applicability of the simplified solution are Changes of the local conditions at the wall-fluid interface also

e I

proposed. may produce large temperature gradients within the wall. This
occurs when the characteristic time of temperature or heat flux
Problem Formulation variation at the wall-fluid interface is much smaller than the time

The problem to be considered in this study is shown schema%nng which temperature perturbations reach the external wall

cally in Fig. 1. A two-phase gas-liquid mixture flows through urfa_ce(the transition timetcyw_~ (S_Z/a_w [.6])' In such a case, t_he
pipe of internal diameteb and lengthL. The thickness of the ransient temperature behavior is similar to that observed in the

ipe wall is 8. Initially, the system comprising the flowing fluid 3 Stage of unsteady conduction in a bathe “early” regime
gr?d the pipe wall is gt stead))// state.tﬁetof)an ecljectrical cur?ent is [6]), and therefore the wall temperature is a function of both time

passed through the pipe to provide heating of the wall. The h d space. In slow fluid transients the characteristic time of local
generation rate within the wall is uniform over the whole length (ﬁ}'d temperature variation greatly exceeds the transition time.

the pipe. The problem is to predict the response of the system tIaerefor_e, the temperature gradients inside th_e wall decay rapidly
heat input to the pipe wall and the instantaneous temperature has practically the same value

- : : . hroughout the wallthe “late” regime[6]). This condition is ful-
enrizg Z)élgg:ggsgssumptlons are made in the derivation of go illed when the characteristic time of the process during which the

fluid flow parameters vary significant{yhe time required to reach

1 The fluid flow is one-dimensional. a new steady state in the systeism much greater than the transi-
2 The phases are in thermal equilibrium. In slow transients, ttien time

effect of thermal non-equilibrium is negligible, because there is 2

sufficient time for thermal equilibrium to be achieved. te S toy~ — 4)
3 The two-phase flow is homogeneodg € V). This assump- Gl oWy,

tion is made here just to simplify the derivation of the combined The characteristic time of the fluid transietg,, depends on
energy equation. If the slip phenomenon is important, the pro; i

) ; any factors(geometry, operating conditions, fluid properties,
posed approac_h can be readily appllec_i to other two-p_hase ﬂ%‘ﬁé.)ln most practical cases the fluid particle residence time in the
model formulations, for example, the drift-flux or two-fluid mod-

| pipeline can be used to estimate the characteristic time of the fluid
*% The fluid and the pipe wall are in local thermal equiibrium ™21
€ fiuid and the pipé wall are in local thermal équIlionuUM. g gitfarence between the local wall temperature and the local

_This assumption is appli_cable when the overall temperature drﬁBid temperaturgthe wall superheatcan be estimated using the
in the transverse direction, the sum of temperature d'ﬁeren%?lowing relationship:

across the wall and the fluid flow, is negligible
AT=AT,+ATi<ATg, 1) ATf:qi ®)

whereAT,,is the temperature variation experienced by the fluid . " .

in the system(the difference between fluid temperatures at the 1he heat flux in Eq(5) can be obtained based on the known

pipeline inlet and outlet volumetric heat generation rate. However in some cases the
The temperature difference across the pipe wall is small wh@fount of heat transferred to the fluid may be greater than the

internal heat generation and changes of conditions at the wamount of heat generated in the wall. Therefore an additional

fluid interface do not produce large temperature gradients withyi§'ification of applicability of assumption 4 should be done after
performing numerical simulations. This will be discussed in more

detail in the next section.

5 The heat conduction in axial direction in the wall is negli-
gible. In long pipes, the heat-transfer area in axial direction is
much smaller than that in radial direction. Therefore, the effect of

5 q% WALLELEMENT T,

TWO-PHASE : c - R . S
FLOW T | CONT axial heat conduction inside the wall is negligible.
—f  e=jresaBlak cxan . —-—-Lowp Under these assumptions, the governing equations can be writ-

ten in the following form.

CONTROL VOLUME FLUID ELEMENT ContinUity Equation
. . . . dp d
Fig. 1 Two-phase conjugate heat transfer with heat generation i _
in the wall ot T ax(PV)=0 ©)
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Momentum Equation The overall temperature drop for given pipe geometry, wall
material properties and volumetric heat réfable 1)is 0.021 K
ﬂJr ﬂ:_lﬁ_p_KvM @) according to EQ.(3). The transition time in this case i3,
ot 2 p ox ~ 8%l a,,=17. The time required to reach a steady fluid flow in the
Energy equation for the control volume comprising a wall elgRiPeling, tc ¢, can be estimated from the ratio of the pipeline
ment and a fluid elemeris] Fig. 1: Ien_gth_ to the average mixture velo_t:lty at the initial s_teady stgte.
This time scale is~10* s for the mixture mass velocity, condi-
d(pu) p d N tions at the pipeline inlet and outlet presented in Table 1. Thus,
ot + Faﬁ + 5(‘“\/) + Pox~4a ®)  both criteria for applicability of the simplified model, E¢.) and
Eq(4) are satisfied in this case. Figure 2 shows the temperature
response on the sudden heat input to the wall at three different
PuCuTU AW locations in thle pipelinex/L=0, 0.5 and 1(mqre accurately, at.
A (9) center of the first mesh cell,_th_e cell at the mldd_le of the _plpe_ll_ne
fg and the last cell). This prediction was made using the simplified
The source terng in Eq. (8), the rate of heat transfer to themodel. As can be seen the local wall and fluid temperatures at
control volume per unit fluid volume, describes two effects: the/L=0 and 0.5 increase during some period of time, and then
heat input to the system due to heat generation in the pipe wd#crease until a new steady state is rea¢héett~18000 s). Tem-
and the heat transfer of the system with the surroundings. Thisrature at the pipeline outlet does not change because the outlet
term can be expressed in the following form pressure is fixed. Figure 2 also shows the results of predictions in
which the wall effect on the flow behavior is not accounted for,
(10) i.e., the factor of adiabaticity, Eq(9) equals zero(this was
achieved by settingg=0). As can be seen the temperature re-
sponse in this case is very different from that observed in the
previous case. Local temperatures reach their corresponding maxi-
p=p(p,u) (11) mum values in a shorter time period and the maximum local tem-
o o peratures produced during the transient are higher. The wall effect
The initial condition is can be disregarded when the factor of adiabati€ity, the ratio of
at t=0: energy stored in the pipe wall to energy required to vaporize lig-
uid, is small(<1 in most practical applicatiop®r the local fluid
p,u,V=known f(x) (12) pressure does not chan¢see Eq. 8). In the considered cabe,
=90.9 atx/L=0, Fa=91.7 atx/L=1, and the pressure is con-
stant only at the pipeline outlet, therefore the process of energy
Inlet (x=0): accumulation in the pipe wall must be included in the analysis.
To access the accuracy associated with using the numerical so-
G=Gi (13) lution obtained in the present note, a more rigorous model of
U=u, conjugate two-phase heat transfer has been used. This model is
) much more complex than that presented here. It consists of two
Outlet  (x=L): parts: a model of unsteady heat conduction in the \ih# ther-
— mal model), and a model describing the dynamics of two-phase
P= Pout (14) fl ; . .
S ) ow (the hydrodynamic modgllt requires a correlation for pre-
The pipeline is assumed to be thermally insulated from thficting wali-to-fluid heat transfer under two-phase flow conditions
surroundings, hencey,=0. and an iteration procedure to couple the thermal model with the
The set of equationél), (2), and(8) was solved numerically hydrodynamic model. A detailed description of the “rigorous”
using a semi-implicit finite-difference method. A detailed descripnodel formulation is given if4]. Some modifications have been
tion of the method is given if4]. A systematic mesh convergencemade to the rigorous model. The heat generation term has been
testing was performed in order to achieve the required numerigatiuded in the heat conduction equation and the Gungor and Win-
accuracy. A uniform mesh comprising 100 cells has been found to
be adequate to keep the relative discretization errors under 1 per-
cent in all numerical simulations presented in this paper. The time

where

Fa

n

_ g P i Pe

State Equation

The boundary conditions aré>0)

step was 0.4 s. 299
. . /L=0
Results and Discussion 298 . in_=os
Transient heating of a long pipeline carrying a two-phase hy- 297 [ ¢\ ... x/L=1

drocarbon mixture was modeled. The pipeline geometry, the op
erating condition and the properties of the wall material are showr 296

—O—x/L=0 (Fa=0)
— & - x/L=0.5 (Fa=0)

in Table 1. < <=0 -~ ¥/L=1 (Fa=0)
= 295
[
Table 1 Pipeline geometry and operating conditions 294 '—&-&.&_Z_:E__A_ P
Internal diameter, D 0.1317m 293
Length, L 5,000 m
Wall thickness, 5 0.0182 m (3/D=0.14) 292 §
Roughness of the pipe wall 0.05 mm B0 00.0::01 0 GG D DO DO OO OO <
Fluid Propane
Thermal capacity of steel, ¢, 400 J/kng 291 r
Density of steel, o 7,800 kg/m
Thermal conductivity of steel, &, 60.5 W/mK 0 4,000 8,000 12,000 16,000
Mixture mass velocity, G 75 kg/s m Time [s]
Quality at the pipeline inlet 0.05
Pressure at the pipeline outlet, paw 7*&\2{7:”3 Fig. 2 Variation of temperature with time at the inlet  (x/L
Heat generation rate in the pipe wall, ¢ =0), middle (x/L=0.5), and the outlet (x/L=1) of the pipeline
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7.0 200

6.0 £
2 160
5.0 | . 8 ®
A 5 120 &
=4
< 4.0 te>>tew o
= =3
Y0l 27 xL=1 £
. —6—x/L=0 g 80 | x/L=0 (rigorous)
< | A e x/L=1 (rigorous)
20 — A XL=05 b toftew % —0— x/L=0 (simplified)
4 0 - - x/L=1 £ 40 -- 0 - - x/L=1 (simplified)
1.0 §
0.0 Bee—=r==——"C-—> e A T 06
0 4,000 8,000 12,000 16,000 0 4,000 8,000 12,000 16,000
Time [s] Time [s]
Fig. 3 Variation of the overall temperature difference with time Fig. 5 Variation of the heat flux at the wall-fluid interface with

at the inlet (x/L=0), middle (x/L=0.5), and the outlet (x/L time at the inlet (x/L=0) and the outlet (x/L=1) of the pipeline
=1) of the pipeline predicted by the rigorous model (N=100, (ter~te,w)
N,,=10)

appropriate to describe the transient process of pipeline heating in

L i . . Such cases because it assumes local thermal equilibrium within
transfer coefficient in flow boiling. This correlation has the advany, pipe wall and an infinite wall-to-fluid heat transfer rate

Eﬁge of S|mpI|C|t|y and in lmta_my c?sers] p_erfo;n}stvl\aletter: than ;ome O%he predicted heat fluxes through the wall-fluid interface at the
e more complex correlations for horizontal two-phase 6l pipeline inlet and outlet are shown in Fig. 4. In the simplified

Figure 3 shows the variations of overall temperature dép model, the heat flux at the internal pipe surface is calculated from

1) at x/L=0, 0.5 and 1 predicted by the rigorous model. Th ; : : :
temperature drop does not exceed 0.3 K. Local fluid temperat%en?osvr;ﬁég%/oﬁilance In the pipe element that can be written in the

variations shown in Fig. 2 were also predicted by the rigorous
model. They are not shown in Fig. 2, because the temperature q"(r2=r?)  puCu(r2—r?)AT

histories predicted by the rigorous model coincided with those ai = o - 21 At (15)
predicted by the simplified model. : :

Additional computations were performed for the case in whictvhere the first term on the right-hand side in E45) is the
one of the criteria of applicability of the simplified modghe internal heat generation rate per unit internal surface area of the
second condition, Eq.)4s not satisfied. To achieve this, the wallpipe; the second term is the storage rate of energy in the wall
conductivity was assumed to be of 0.25 W/mK in these calculglement per unit internal surface area of the pipe. The heat flux in
tions, and thereforé, ;~t. . All other conditions are the samethe rigorous model is predicted by solving coupled equations de-
as in the previously analyzed cagEable 1). As can be seen inscribing temperature fields both in the pipe wall and the fluid flow
Fig. 3 the overall temperature drop in the transversal direction [#t]- As can be seen in Fig. 4 thieelative) difference between the
three locations increases with time and becomes very langee heat flux values predicted by these two models is less than 10
than temperature difference between the pipeline inlet and putlgercent. The anticipated errors in heat flux predictions based on
at the new steady state. Therefore, the simplified model is rférced convective boiling correlations proposed in the literature

are at least 20 percent. Thus, the simplified model predicts heat
flux within the uncertainty range of existing heat transfer correla-
200 tions.

It is interesting to note that initiallyup tot= 4,500 s)the heat
generation rate in the wall is larger than the rate of wall-to-fluid
heat transfer at the pipeline inlet. Therefore, the wall is heated up
(Fig. 2). Att=4,500 s the inlet temperature reaches the maximum
and then decreases, i.e., the wall is cooled by the fluid flow. This
can occur only if the amount of heat transferred to the fluid is
greater than the amount of heat generated in the wall. The simpli-
fied model correctly describes this phenomefféig. 4). It is seen
in Figs. 2 and 4 that the maximum local temperature is reached at
x/L=0 (rigorous) the instant of time {4500 s) when the heat fluxes to and from
""" x/L=1 (rigorous) the wall become equal. After that the wall-to-fluid heat transfer
—©—x/L=0 (simplified) rate is greater than the internal heat generation rate. Local tem-
T+ 0 - /L= (simplified) peratures decrease until the system comes to the new steady state.
Thus, the results presented in Figs. 2 and 4 clearly show that
006 transient phenomena occurring in the system during heating of the

0 4,000 8,000 12,000 16,000 pipeline are controlled by conjugate heat transfer.

Figure 5 compares the heat flux predictions at the inlet and

160

120 |

o]
o

Heat flux at wall-fluid interface [W/m?]
-
o
- ~

Ti
me ] outlet of the pipeline for the case in which the second criterion of

Fig. 4 Variation of the heat flux at the wall-fluid interface with the simplified method is not satisfied. As can be seen the error

time at the inlet (x/L=0) and the outlet (x/L=1) of the pipeline associated with using the simplified model to predict wall-to-fluid

(ter>tcw) heat transfer is large.
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16 ing flows. This method is based on the energy equation applied to
P } fooot a control volume comprising a fluid element and an adjacent wall
c.f CW

14 / Rigorous
;0 O  Simplified

element, in which heat is generated. Two criteria of applicability
of the method have been proposed. The solution has been verified

2re N T Rigorous using a model that takes the radial heat conductance and forced
% X Simplified tef~tew

101 i \pg - 0~ - Fa=0

convective boiling effects into account. The effect of the wall
thermal capacity on the behavior of basic flow parameters has
been studied. It has been shown that in situations when the mate-
rial of the wall bounding the flow has a high thermal conductivity
and the wall superheat is small, the solution obtained provides a
simple and reliable alternative to more rigorous methods for mod-
eling transient two-phase flow in heated channels.

Pin - Powt [bar]

Nomenclature

0.0 ‘ ‘ A = area
0 4,000 8,000 12,000 16,000 D = pﬁpe lntlernal diameter
] ¢ = thermal capacity
T ! .
me (<] Fa = factor of adiabaticity, Eq(9)
Fig. 6 Variation of the pressure drop with time G = mass velocity

=
Q
[

latent heat of vaporization
wall friction coefficient
thermal conductivity
length
total number of mesh cells
perimeter
pressure
heat flux per unit volume of fluid
heat flux
gq” = heat generation rate in the pipe wall
r = radius
t = time
te+ = time required to reach a steady fluid flow in the pipe-
line
tew = transition time, a time scale used in the analysis of
unsteady heat conduction in the pipe wall
temperature
= gpecific internal energy
internal energy
specific volume
mixture velocity
axial coordinate
temperature difference
thermal diffusivity

Figures 6 and 7 show the predicted pressure drop and mass ¢ = Wall thickness
velocity at the pipeline outlet, respectively. These results are = density
shown for three cases discussed above: two criteria for applicat8ubscripts
ity of the simplified method are satisfied, the second criterion is
not satisfied, and the effect of the wall is neglected. _ -

When the simplified solution is applicable, the agreement be- ff ; g?flfgrga\(/:ve between properties of vagigas)and lig-
tween the simplified and rigorous models is good. The curves g uid prop 9 d
representing the pressure drop and mass velocity responses prac- i

5 & Rigorous } fef>>tew
[ O  Simplified)
Vo e Rigorous
4 ! 4 Ag . tei~tew
' X  Simplified
— - - Fa=0

o UZr x XN
Il

Q\
Il

GoutIGin
w

0 4,000 8,000 12,000 16,000
Time [s]

Fig. 7 Variation of the mass velocity at the pipeline outlet with
time

>
L yR Ax << Cc H
I

e = external

tically coincide (the departure of simplified model from predic- in z :Eltgtrnal
tions of the rigorous model does not exceed 1 pejcdryond _

2 At out = outlet
the range of applicability of the simplified modévhen t sat = saturation
~t..w) predictions differ significantly from those of the rigorous w = wall

model. The simplified solutions fot, ¢>t.,, andt;;~t, in

Figs. 6 and 7 coincide because the only difference between these

two cases was that different thermal conductivities of the pigdeferences

wall (60.5 W/mK and 0.25 W/mKwere used in the numerical [1] vanvik, T., and Moe, R., 1998, “Direct Heating of Multiphase Flowlines for
computations carried out for two conditions considered. A com-  Hydrate Control on Agard,” Multiphase Technology, Technology from the
pletely different flow behavior is observed when the wall thermal ~ Arctic to the Tropics J. P. Brill and G. A. Gregory, eds., BHR Group, pp.

ity is neglecte@he prediction f diabaticity fact ot
capacity IS neglectedne predicton 1or zero adiabatiCity 1actor, 2] aarseth, F., 1997, “Use of Electrical Power in Control of Wax and Hydrates,”
Fa=0). Offshore Technology Conferencannual Proceedings4, Richardson, TX,
USA, p. 13.
. [3] Bergles, A. E., 1981, “Instabilities in Two-Phase SysteniByo-Phase Flow
Conclusions and Heat Transfer in the Power and Process IndusfriesG. Collier, J. M.

; ; ; : _ Delhaye, G. F. Hewitt, and F. Mayinger, eds., Hemisphere Publishing Corpo-
A numerical solution for transient conjugate two-phase heat ration. pp. 333-423, Chap. 13.

transfer in pipelines with heat generation in the pipe wall has beefs) rairuzov, v. V., 2000, “Modeling of Conjugate Two-Phase Heat Transfer Dur-
obtained using a method developed previously for modeling flash- ~ ing Depressurization of Pipelines,” ASME J. Heat Transfe2, pp. 99—106.
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[5] Fairuzov, Y. V., 1998, “Numerical Solution for Blowdown of Pipeline Con-  |n the original tree-shaped path for conductji, the objective

(6] Eaé?;’r‘]g K'aigg‘gH"é‘;f'?.r';':s'g:EJi'ﬁ:wﬂﬁ’éyzézggfslzﬁéw Vork was to minimize the resistance to heat transfer between a heat

[7] Gungor, A. E., and Winterton, R. S. H., 1987, “Simplified General Correlatio}€Nerating volumean infinity of pointg and a concentrated heat
for Saturated Flow Boiling and Comparisons of Correlations With Data,Sink (one point). The tree emerged as the optimal volume-point
- Eherr:t- EGng#Riss;.g ggsﬁlfy, ple4g615|f(5- ¢ Heat Transfemhird Ed.. W. M flow solution—the necessary structure that empowers the system
ewitt, G. ., ,B0IlINg, HandbooK O eat lransien nir . WL ML H H i H _
Rohsenow, J. P. Hartnett, and Y. I. Cho, eds. McGraw-Hill Handbooks, NE\tl\(l) meet ItS. glObal o.bjectlve un(.je.r ConStramtS' The tree ;haped
York, pp. 15.97—15.103. paths consisted of high-conductivity material, which was distrib-
uted optimally on the background of low-conductivity heat-
generating material.

In a more recent example of constructal dedig#], we mini-

. mized the thermal resistance across a conducting slab without heat

The Optlmal Shape of the Interface generation. The two phases of the slab were maintained at differ-
Between Two Conductive ent temperatures. A finite amount of high-conductivity material
. . .. could be distributed through the slab volume. We found that an
Bodies With Minimal Thermal optimal distribution of such material exists: the optimal structure
Resistance consists of optimally spaced needles and blades of high-

conductivity material. This discovery led to the speculafiad]

that the rough contact between two conductive bodies can be op-

J. V. C. Vargas and A. Bejan timized for minimum heat transfer. The objective of this paper is
to investigate this possibility.

Department of Mechanical Engineering and Materials
Science, Duke University, Box 90300, Durham, 2 Model

NC 27708-0300 Consider the problem of connecting, with minimum thermal

resistance, two slabs made from different materials. One of the
slabs has a low thermal conductivitky), and the other a high
This paper considers the fundamental problem of optimizing thieermal conductivity k,). Figure 1 shows this two-dimensional
geometry of the interface between two conductive bodies, with &enfiguration. The temperatures of the two extremities are as-
objective of minimizing the thermal resistance. The interface geamed known: the hot end;,, and the cold endT.. The side
ometry is free to change. For simplicity, the geometry is assumeglls are adiabaticiT/dy=0. The question is whether there is an
to be two-dimensional with equidistant tooth-shaped features. Toptimal interface geometry, shape, or roughness, such that the heat
tooth shape varies from triangles, to trapezoids and rectanglesansfer rate between the two slabs is maximized.
The aspect ratio (height/width) of the tooth also varies. The third The problem defined in Fig. 1 is one of two-dimensional steady
degree of freedom of the interface architecture is the volume fralgeat conduction. The shaded region at the interfttieknessL)
tion of the higher-conductivity tooth material that is present in this assumed to be small with respect to the total length of the two
interface region. It is shown that the interface geometry can ksabs put togetheiZz). The geometry of the region is the subject
optimized with respect to tooth shape. The global thermal resisf this study. The conduction in the entire domain is ruled by the
tance minimized with respect to tooth shape varies monotonica#iyiergy conservation equation
with the tooth aspect ratio and volume fraction. The optimized
geometry and performance are reported graphically as functions i
of the physical properties and geometric parameters of the inter- X
face region.[DOI: 10.1115/1.1497355

K T J K T —0 1
(X,Y)ﬁ +W (X,y)w = 1)

subject to the boundary conditions shown in Fig. 1, nam€ly,
=T, at (0y), T=T. at(L,y), anddT/dy=0 at (x,0) and &,H).
Keywords: Constructal, Contact Resistance, Geometry, Rough-The geometry of the interface is modeled according to Fig. 2, in

ness which x is oriented vertically. Two limits can be distinguished.
1 Constructal Theory and Design y -
It was shown recently that the geometric form of natural flow ay -

systems can be anticipated on the basis of a principle of desic
optimization subject to constrainfd]. Briefly stated, the deter- Ty
ministic mechanism that generates architecture in morphing flov E> ko k E>
systems is constructal design. The thought that the same princip q q
accounts for flow shape and structure in natural systems is cot
structal theory. For a more detailed description of constructal de

1

o

sign and theory, the reader should consult a recent bbpk 0 Z—T= o z o ox
The first examples of constructal design dealt with the optimi- 4
zation of tree-shaped paths for minimum-time tray2] and —»‘ L—
minimum-resistance cooling of electronif3]. The heat transfer L
applications are stimulated by the push toward higher density H/yz symmetry line
greater complexity, compactness and miniaturization. This is the ™ 1™ 53" [ 5| 16 17 [ s | ¥
trend everywhere, from packages of electroriés-10] to heat T 7 g | o N_10] 11 12 _‘;_z
exchanger$11,12]. Applications in other fields such as physiol- 1 2 3 la| s 6
ogy, boiling, crystal growth, urban hydraulics, geophysics, trans  ° b 3 445 556 7 0 x

portation and business are reviewed 1n13].
Fig. 1 Two-dimensional configuration consisting of two solids
Contributed by the Heat Transfer Division for publication in trmugnaAL oF  that make contact over a finite-thickness interface. The bottom

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 26figure shows the blocks of the grid used in the numerical work
2001; revision received May 21, 2002. Associate Editor: G. Dulikravich. (Table 1).
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Table 1 The number of elements in the grid shown in Fig. 1

|

I RN Elements Elements
i i ! ! b, 1 ! i Block X y Block X y
| 1 16 8 10 48 8
! 2 16 8 11 16 8
3 48 8 12 16 8
4 48 8 13 16 8
5 16 8 14 16 8
6 16 8 15 48 8
! 7 16 8 16 48 8
8 16 8 17 16 8
9 48 8 18 16 8

Fig. 2 Family of tooth-shaped interfaces that have the same
volume fraction ¢

The interface geometry has three degrees of freedom, the ratios
N - ! b, /b, andH/L, and the volume fractiorp. The first degree of
The first limit (not shown in Fig. 2Js a perfectly smooth contact reedom investigated is the tooth shafike ratio b, /b,) for a
surface dividing the total length at=Z/2, such that conduction is ¢, a4 set of design parameters: the size of the contact region

unidirectional and the heat flux can be calculated analytically 36./7), the materials Ko/ko), the tooth aspect ratioH/L), and

2HKkok, the volume fractiongp.
qrefzw(Th—Tc) 2) The conduction problem defined by Fig. 1 and E§3$-(7) was
N solved by the finite element method, using the code Finite Ele-
The second limit is represented by the rectangular shape showmaent Analysis Prograr(FEAP), originally written by Zienkiewicz
the extreme right of Fig. 2. The mathematical domain of intereand Taylor{15]. The elements were isoparametric, 4-noded quad-
can be reduced to half of each of the domains shown in Fig. @aterals, i.e., with linear shape functions. The grid was nonuni-
because of symmetry in thedirection. The volume fraction of form and more refined in the vicinity of the interface, where the
the k, material that is present in the interface region is highest gradients are expected. Mesh refinements were performed
for all the tested shapes that are presented in Fig. 2. The conver-
_ by+ Dby (3) 9ence criterion consisted of monitoring the chang@ ithat re-

H sulted from successive mesh refineméa)]. Theq value result-
whereb, =0 represents the triangular patteifig. 2, left) and N9 from a less refined mestmesh 1)was compared with the
b,=b, the rectangular patterfFig. 2, right). Note further the result of a more refined mestmesh 2), and the refinements
geometric relationd;<b, andb,<H/2.

stopped when the following relative error criterion was satisfied
The nondimensional version of this problem is based on uging [g(mesh 3 —G(mesh 2|
as length scale an#l; as reference thermal conductivity. It is =
convenient to introduce the dimensionless variables

G(mesh2 <0.01 9)

K The converged mesh had 4025 nodes. This mesh satisfied criterion

e (x,y) - T-T, (X.Y)= (X,y) ) (9) for all the cases analyzed in this study, when it was compared
ko ' Th—T' ' Z with a mesh with 5957 nodes.

The grid was built as shown in the lower part of Fig. 1. The slab

The nondimensional problem statement becomes was divided into quadrilateral blocks. For the converged mesh, the
d [~ a6 d [~ d elements were distributed among the blocks so that their density
x K(X,Y) =T 7y K(X,Y) 7y =0 (5)  was greater near the interface between the two matéfiatse 1).
=1 at(0,Y) and =0 at(l,Y) (6)
a6 _ H 1.3 ] L
Gy =0 aX0 and X = ) ] ~=0.1.k,=100, =05
where, according to Fig. Ig: 1 on one side of the interface, and q : -
-~ 7 . —=0.03125
k=k, on the other side. 12 L
4 0.125
3 Numerical Formulation . 025
The objective of the numerical work is to calculate and then ] 0.5

maximize the heat flux at one of the two ends of the assembly, | 1_/1‘_\
X=0 or X=1. The calculated heat flux is referenced to the lim- ) /
iting heat flux calculated in Eq2), g,.¢. The ratio of the two heat : 4

fluxes is 1

_ GioH ky+106 kpt+1d0 © —_+——
a= Ut 2k, X x:o_ 2 X,y 0 05 !

The valueg=1 corresponds to the reference case where teeth of b, /b,

any shape are absent, i.e., a perfectly idealized smooth contact

surface atX=0.5. We will show that the presence of teeth at thgig. 3 The maximization of the global thermal conductance by
interface leads to heat transfer enhancemgnt]. selecting the tooth aspect ratio b, /b,
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Fig. 4 The optimal tooth aspect ratio and the corresponding Fig. 6 The effect of H/L and ¢ on the optimized ratio b,/b,

global thermal conductance

on Eq.(8) is smaller than théj,. value furnished by Eq(10).
4 Results The same observation can be made by looking,db,=1 and
Figure 3 shows that wheH/L<1 the global thermal conduc- H/L=4 in Fig. 3, wher&j was calculated based on ). When
tanceq can be maximized with respect to the tooth shape ratly /b, =1, theq value furnished by Eq10)is nearly the same as
by /b,. The optimized shapeb( /b,) and the maximized values theq value obtained based on E(). This is true up toH/L
are summarized in Fig. 4. The second degree of freedom—thd).5. Theq estimate based on E{L0) is higher than the actual
aspect ratictH/L—has a significant effect, especially on the optig value whenH/L>0.5.
mized ratio p;/by)op- We repeated the optimization work of Fig. 4 for many other
In the case of the rectangular interfa@g. 2, right)with teeth combinations oH/L and ¢ values. The results for .by) oy are
that are thin enough such thefL<0.5, conduction is unidirec- summarized in Fig. 6. The corresponding resultsdigs, are re-
tional and the temperature is practically independeny.dfinder ported in Fig. 7. These results are important because they show
these circumstances the dimensionless heat flux becoengs that after the optimization with respect g /b,, the maximized

[17]) global conductance,., varies monotonically with respect to the
_ ket
Qrect™ < (20)
L\~ kp L
z kp+1Z N ] = =01,k =100
where G 1 u
X X 1o
Ke=1+ ¢p(kp—1) (11) ]
WhenH/L=0.5, conduction in the assembly is no longer unidi- ] (ﬁj
rectional even in the limit of rectangular teeth. See Fig. 5, which i R B —
was drawn forH/L=4. Theq value obtained numerically based w4 e
- /
2 - ]
] 1 — T " T T T T T T
. 0.2 0.5 0.8
= ' i (a) o
- P
] 1.3
3 i ] —=01,%,=100
E qmax -
0 ———— — T e i
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2 o~
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Fig. 5 The temperature field when the tooth shape is rectan- Fig. 7 The effect of H/IL and ¢ on the maximized global
gular with H/L=4 conductance
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remaining geometric parametets$/L and ¢. High conductances Nomenclature
are achieved whed/L is small, and¢ large. This finding is
intuitively correct, as the thermal resistance of the interface is
minimized with a shorter length, wider cross-sectiod, and
higher conductivity(large ¢). The effect of¢ is weak wherH/L

is smaller than 1.

The conductivity rati&p was held fixed at a value greater than
1, in order to illustrate the effect of changing the interface geom-
etry when the two solids are highly dissimilar. In the opposite

extremeipzl, the conductivity does not change across the inter- *, heat transfer rate per unit area. W
face, and the geometry of the interface loses its effect on the 4 = P : .
= overall thermal conductance, dimensionless

global thermal resistance. In applications Wiq;]values greater T = temperature
than 100, the effect of changing the interface geometry is expect-, y = Cartesian coordinatesy, Fig. 1
edly greater than in the cases illustrated in this note. The interfacey ’Y = dimensionless coordine’ues

geometry and, influences the global thermal resistance because 7z = overall sizem, Fig. 1

of the continuity of heat flux at the interface,(dT/dn),

=Ko(dT/dn)g, requires information ok, and the position of the o
0 = dimensionless temperature
¢ = volume fraction ofk, material

b,, = dimensionsm, Fig. 2

H = height,m, Fig. 2

k = thermal conductivity, WmtK !
= high thermal conductivity, W m*K 1
= low thermal conductivity, Wm*K !

20
k = ratio of thermal conductivities, /Kq
L

~_x
k=]

= length,m, Fig. 2
= heat transfer rate per unit length, W

Greek Symbols

Subscripts
5 Conclusion ¢ = cold

In summary, the geometry of the interface between two differ- h hot
ent conducting bodies can be “designed” such that the thermal rect = rectangle
contact resistance is minimal. Not every geometrical feature of the ref = reference
interface can be optimized. In the present study we considere %ferences
two-dimensional tooth-shaped interface and found that the cont
resistance can be minimized by selecting the tooth shape, which ig] Bejan, A., 2000Shape and Structure, from Engineering to Naf@ambridge

. X University Press, Cambridge, UK.
represented by the ratth/bZ n F'g' 2. The thermal conductance [2] Bejan, A., 1996, “Street Network Theory of Organization in Nature,” J. Adv.

minimized with respect td, /b, varies monotonically with re- Transp.,30(7), pp. 85-107.
spect to the other degrees of freedom of the interface, the rati@] Bejan, A, 1997, “Constructal-Theory Network of Conducting Paths for Cool-
H/L and the volume fractiomp. ing a Heat Generating Volume,” Int. J. Heat Mass Traré@, pp. 799—-816.

The desi timizati tunity d ibed in thi d [4] Bar-Cohen, A., and Rohsenow, W. M., 1984, “Thermally Optimum Spacing of
€ design optimization opportunity described In this paper de- Vertical, Natural Convection Cooled, Parallel Plates,” ASME J. Heat Transfer,

serves to be pursued in more complicated settings, for example, in 106, pp. 116-123.
thermal contacts with three-dimensional interface geometries. At &5] Peterson, G. P., and Ortega, A., 1990, “Thermal Control of Electronic Equip-
i i _ ment and Devices,” Adv. Heat Transfet0, pp. 181-314.

n:oret blaSICtlﬁvcej_l’tth presen;_papefr |Ilut_stra|ted Oncet mOfI’e the. COI?6] Knight, R. W., Goodling, J. S., and Hall, D. J., 1991, “Optimal Thermal

§ruc al m,e 0d: the generation of optmal geometriC T0rm 1N 8"~ pegjgn of Forced Convection Heat Sinks—Analytical,” ASME J. Electron.

morphing’ system, such that the global performance is maxi- packag.113 pp. 313-321.

mized subject to constrainfg]. [7] Anand, N. K., Kim, S. H., and Fletcher, L. S., 1992, “The Effect of Plate
There is a clear and working analogy between the conceptual Spacing on Free Convection Between Heated Parallel Plates,” ASME J. Heat

: tnd wor . : Transfer, 114, pp. 515-518.
search for optimal distributions of maximal stresses, which leadsg) kawac. 5., Vot H. and Hiikata, K., eds., 1994Cooling of Electronic

to smooth(animal-bone, custom magshapes in structural me- Systems, Kluwer, Dordrecht, The Netherlands.
chanics, and the search for paths with less and less resistance @ Kraus, A. D., and Bar-Cohen, A., 199Besign and Analysis of Heat Sinks
flow (heat, fluid, electricity, goods, &tdn both fields, the result is Wiley, New York.

it . . 10] Kraus, A. D., Aziz, A., and Welty, J., 200Extended Surface Heat Transfer
geometric form—geometry as a mechanism by which the systan Wiley, New York.

achieves its global objective under constraints. Maximal stressegi] shanh, R. K., and Mueller, A. C., 1985, “Heat Exchangers, Handbook of
and peak temperatures and pressuihégh resistancesjepresent Heat Transfer Applicationnd ed., W. M. Rohsenow, J. P. Hartnett, and E. N.
peaks of imperfection, which must be smoothed, if not avoided., _, Ganic, eds., McGraw-Hill, New York, Chap. 4.

. P . . . . L 12] Hesselgreaves, J. E., 20@@pmpact Heat Exchangers: Selection, Design and
Optimal distribution of imperfection is the constructal principle ™" o ¢ zion pergamon, Amsterdam.

that generates architecture in systems with purpose, In engineering] Bejan, A., 1997Advanced Engineering Thermodynami2sd ed., John Wiley
and naturg1]. and Sons, New York, Chap. 13.
[14] Neagu, M., and Bejan, A., 2001, “Constructal Placement of High-Conductivity
Inserts in a Slab: Optimal Design of Roughness,” ASME J. Heat Trank2&,
pp. 1184-1189.
[15] Zienkiewicz, O. C., and Taylor, R. L., 198Fhe Finite Element Method,,
Acknowledgment McGraw-Hill, London.
. . . ElG] Editorial, 1994, “Journal of Heat Transfer Editorial Policy Statement on Nu-
This work was supported by a grant from the National Science ~ merical Accuracy,” ASME J. Heat Transfet16 pp. 797—798.

Foundation. [17] Bejan, A., 1993Heat Transfer, Wiley, New York, p. 76.

Journal of Heat Transfer DECEMBER 2002, Vol. 124 / 1221

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



