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Theoretical Prediction of the Soil
Thermal Conductivity at
Moderately High Temperatures
The theoretical model of the present paper assumes the unit cell of the porous medium as
composed of a cubic space with a cubic solid particle at the center. The thermal conduc-
tivity is evaluated by solving the heat conduction equation with the assumption of parallel
isotherms within the cubic space. The liquid water in the porous medium is distributed
around the solid particle according to the phenomena of adsorption and capillarity. The
thermal conductivity of the gas present within the pores takes into account the thermal
conductivity of the water vapor and dry air, without enhanced vapor diffusion. The model
simplifies the variation of the relative humidity, from dryness to the field capacity, with a
linear increase. The predicted results, compared to experimental data, show the
agreement is very good at the temperatures in the range (30–50°C) and acceptable at
70°C. At high temperature (90°C) the predictions are higher than the experiments and a
better agreement could be obtained by decreasing the thermal conductivity of the gas
phase. Besides, the trend of the theoretical predictions is in good agreement with
the experiments also at high temperatures.@DOI: 10.1115/1.1513573#

Keywords: Conduction, Heat Transfer, Modeling, Porous Media, Thermophysical

Introduction
The prediction of the effective thermal conductivity of soils is

very important in many heat and mass transfer phenomena related
to ground, including waste disposal in unsaturated geologic me-
dia, geothermal energy extraction, drying problems in multiphase
heat and mass transfer in porous and fractured media, enhanced
oil recovery, radioactive waste storage, ground heat pumps and
heat exchangers, forest fires and related problems, heat transfer
from high voltage power cables, thermal soil remediation and soil
behavior under forest fires. The effective thermal conductivity is
dependent on a wide variety of properties related to the soil, in-
cluding mineral composition of the solid particles, dry density,
porosity, temperature and water content.

A soil is a multiphase porous medium. A dry or water saturated
soil is a two-phases medium, composed of solid particle and gas
or liquid water, respectively. A soil partially saturated by water is
a three-phases medium, with the liquid water disposed among the
solid particle by adsorption and capillarity@1#. In a partially satu-
rated soil, heat and mass transfer are coupled by several mecha-
nisms of thermally induced and water potential-induced flow of
water in liquid and vapor phases@2#. If the temperature is below
the freezing point, part of the water can be in the solid state and,
according to the conditions in the porous medium, liquid water
can coexist, as unfrozen water, with the solid ice to form a four-
phases medium. Besides the large spectrum of problems identi-
fied, the interest of the present paper is focused on three-phases
soils at temperatures in the range 30–90°C. Several experimental
measurements are present in the literature at high temperatures
@3–7#. The soils measured span many different types, varying in
mineral composition, dry density, porosity and water content. Be-
cause of the large variety of experiments, the present paper fo-
cuses on the results of@3#, in order to show the general agreement
and the trend of the theoretical predictions.

A review of the literature has revealed that many theoretical and
experimental studies have been carried out to determine the effec-
tive thermal conductivity of porous media. In the past years some

experimental results measured the thermal conductivity of satu-
rated and two-phases porous media. Theoretical models have been
proposed, but the studies on the thermal conductivity of unsatur-
ated porous media are limited.

Two recent papers@8,9# compared some modeling approaches
to predict the effective thermal conductivity of high temperature
soils. Two of the models tested in@8# are modifications of the
original one of de Vries@4#. The third theoretical model was origi-
nally proposed in@10# for four-phases soils in partially frozen
conditions and later modified for bricks@11#. A model for the
thermal conductivity of unconsolidated porous medium, based on
capillary pressure-saturation relation, has been proposed in@12#. A
relation was obtained for the thermal conductivity of the unsatur-
ated porous medium whenKw /Ks<0.2. The stagnant thermal
conductivity of spatially periodic porous media has been studied
in @13#. Two models to predict the effective thermal conductivity
of consolidated porous media, like cellular ceramics, have been
developed in@14#. A model to determine the thermal conductivity
of a bed of solid spherical particles, immersed in a static fluid,
when the conductivity of the matrix solid is greater than that of
the gas, has been formulated in@15#.

The present paper presents a further enhancement of the model
proposed in@10#, with modifications that take into account the
specific nature of the soil investigated, including the Permanent
Wilting Point and the Field Capacity. Permanent Wilting Point is
defined as the water remaining in the soil in the smallest of the
micropores and around individual soil particles. Field Capacity is
the water content present in the soil after a day, when rain has
stopped and the irrigation water has been shut off. At this time the
examination of the soil will show water has moved out of the
macropores, its place has been taken by air, but the small pores
remain filled with water.

Theoretical Approach
The present model is based on the assumption that the unit cell

of the soil is composed of a cubic space with a cubic solid particle
at the center. Figure 1 presents the cubic cell in the case of a
two-phases medium where the continuous phase can be air~dry
soil! or water~fully saturated soil!. The main physical assumption
of the cubic cell, no contact among adjoining particles, is the

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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answer to spherical particles with a point of contact, which is a
negligible cross section for heat transfer. When water is present
the major contribution to heat conduction is given by the cross
section of the water bridge formed between the two particles. The
porosity of the soil,«, is taken into account by the ratio of the void
volume to the total volume of the cell. The dimensions of the
cubic cell, although reported in Fig. 1, do not need to be consid-
ered, because they can be expressed as ratios with the solid par-
ticle as in the following. The ratio of the lengths of the cubic cell
and of the solid particle, as reported in Fig. 1, is:

b5
l t

l s
5A3 rs

rd
5A3 1

12«
(1)

wherers is the solid particles density andrd the dry density of the
soil.

The effective thermal conductivity of the unit cell can be evalu-
ated by solving the heat conduction equation, with the assump-
tions of parallel isotherms or parallel heat flux lines. The parallel
isotherms assumption, adopted in@10–11#, is based on the hypoth-
esis of a very high thermal conductivity in the transverse direc-
tion, while the parallel heat flux lines is valid when the thermal
conductivity, in the transverse direction, is zero. Both assumptions
have been tested in@16# for two-phases media.

The effective thermal conductivity of the medium has been
evaluated in the present paper with the parallel isotherm hypoth-
esis and is calledKT . For the two-phases porous medium of Fig.
1~a!, KT is given by:

1

KT
5

b21

Kc•b
1

b

Kc•~b221!1Ks
(2)

where Kc is the thermal conductivity of the gas~air and water
vapor in general but water if fully saturated!, andKs the thermal
conductivity of the solid particle. The first term in Eq.~2! corre-
sponds to the thermal resistance of the gas in the cross section (l t

2)
and length (l t2 l s), while the second term is the thermal resis-
tance of the materials gas-solid in the cross section (l t

2) and length
( l s).

When the soil is neither dry nor fully saturated by water, water
is distributed inside the cubic cell according to adsorption and
capillarity. If the water content is very low, water is adsorbed
around the solid particle, as assumed in Fig. 1~b!. The adsorbed
water Wc , is assumed empirically to be a fraction of the water
content at the permanent wilting pointWP , according to@17#, as

WC5cWP (3)

where the constantc depends on the type of soils investigated.
The present paper assumesc'0.375 as suggested in@18#. The
adsorbed waterWc , as given by Eq.~3!, is the only empirical
assumption of the present model.

When the water content,W, is greater thanWc , water bridges
are establishes among the six solid particles surrounding the cubic
cell, with the distributions assumed in Fig. 1~c! or 1~d!, depending
on the amount of water content. The effective thermal conductiv-
ity of the unit cell can be evaluated, with the assumption of par-
allel isotherms, and the expressions are reported in Appendix A.

Comparisons With Experimental Results
The soils investigated in@3# are reported in Table 1 below. The

soils of Table 1 belong to three textural groups of soils: coarse,
medium-fine and fine, as reported in the first column. The name of
the soil is in the second column. The third column presents the
range of dry density measured. The quartz content percentage is in
the fourth column. The thermal conductivity of the solid particles
of each soil, according to the evaluation carried out in@3#, is
reported in the fifth column. Volkmar soil has a thermal conduc-
tivity more than two times higher than the other soils because its
quartz content is 97 percent. In the other soils the quartz content
vary from 35 percent for Palouse B to 55 percent for Mokins. The
sixth column shows the porosity range, corresponding to the dry
densities of the third column, as evaluated in@3#. The last two
columns show the Permanent Wilting Point water contentWP ,
and the Field CapacityWF , as evaluated in@8#. The experimental
data of@3# were found with the transient thermal probe method.

The thermal conductivity of water is assumed a function of the
temperatureTC , ~in °C!, according to:

Kw50.56911.88 1023 TC27.72 1027 TC
2 (4)

Fig. 1 „a… Cubic cell for two-phases dry soil; „b… cubic cell for
three-phases soil at low water content; „c… cubic cell for three-
phases soil in unsaturated conditions; and „d… cubic cell for
three-phases soil near saturation conditions
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The thermal conductivity of air, equal toKa50.026 W/m K at
27°C, is assumed variable with the temperatureTC , ~in °C!, ac-
cording to the following equation:

Ka50.0240810.0000792•TC (5)

In a partially saturated soil the thermal conductivity of the gas,
present in the pore space, is due to water vapor mixed to air. The
apparent thermal conductivity of the mixture of air and water
vapor is then given by:

Kapp5Ka1f•Kvs•j (6)

wheref is the relative humidity of the gas mixture andj is the
mass transfer enhancement factor, assumed by some investiga-

tions asj.1, because of the phenomenon of enhanced vapor-
phase diffusion. The thermal conductivity of water vapor is@8#:

Kvs5
HL•D

Rv•T
•

pb

pb2pvs
•

dpvs

dT
; (7)

where

Rv5
R

Mw
; (8)

HL5250322.3•TC ; (9)

Fig. 2 „a… Effective thermal conductivity versus water content in L -soil †3‡; „b… effective thermal conductivity versus water
content in L -soil †3‡; „c… Effective thermal conductivity versus water content in L -soil †3‡; and „d… effective thermal conductivity
versus water content in L -soil †3‡

Table 1 Experimental data †3‡
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D52.25•1025F T

273.15G
1.72

. (10)

In the present model, on the basis of the discussion carried on
in @19#, the mass transfer enhancement factorj is assumed 1.

The Field Capacity of a soil is the condition when water has
drained out of the larger pores but the small pores remain filled
with water. In this situation, the air, trapped among the water
bridges, contains water saturated vapor, i.e., the relative humidity,
f, of the gas space is equal to 1. On the other hand,f50 only in
perfect dry conditions; i.e., with water content equal to zero. This
is in agreement with@2# where the relative humidity is a function
of the soil water content, according to ans-shaped curve, variable
from zero, at zero water content, up to 100 percent, at a water
content which depends on the type of soil. In order to simplify the
present theoretical model, this work assumes the relative humidity
as linearly variable from zero, at full dryness, to 100 percent, at
the Field Capacity water content.

In summary, the thermal conductivity of the gas phase~air and
water vapor!is given by Eq.~6!, with j51, and the relative hu-
midity is linearly variable with the water content, from dryness to
field capacity, as

f5W/WF (11)

The linear variation is only a hypothesis which can be removed
with the more correct assumption of as-shaped curve, but, in a
simple theoretical model like this, and with several complicated
theoretical relations it seems very plausible.

Substituting the numerical values of Eq.~7–10! in Eq. ~6!, the
apparent thermal conductivity is given by

Kapp5Ka10.120•f; at 30°C, (12)

Kapp5Ka10.335•f; at 50°C, (13)

Kapp5Ka10.962•f; at 70°C, (14)

Kapp5Ka14.474•f; at 90°C, (15)

where the thermal conductivity of dry air is variable with the
temperature according to the Eq.~5!. Above the Field Capacity
water content,WF , the apparent thermal conductivity of the gas is
given by

Kapp5Ka1Kvs (16)

Figures 2–6 present the theoretical predictions of this work.
Each prediction can be subdivided in four regions. The first re-
gion, extending from zero water content toWC , given by Eq.~3!,
corresponds to the condition of water adsorbed around the solid
particle ~Fig. 1~b!! and it gives the lowest thermal conductivity
because of the absence of water bridges between the adjoining
solid particles. The first discontinuity between the first and the
second region is due to the appearance of water bridges. In the
second region, fromWC to WF , water bridges are present among

Fig. 3 „a… Effective thermal conductivity versus water content in Royal soil †3‡; „b… effective thermal conductivity versus water
content in Royal soil †3‡; „c… Effective thermal conductivity versus water content in Royal soil †3‡; and „d… Effective thermal
conductivity versus water content in Royal soil †3‡
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the solid particles, due to capillarity~Fig. 1~c!!. A continuous
increase ofKT , up to the Field Capacity of the soil,WF , is
predicted because of the variation of the relative humidity, as
given by Eq.~11!. A second discontinuity in the model is present
at the Field Capacity,WF . The third region starts atWF extending
up to the third discontinuity, which is due to the transition from
the water configuration of Fig. 1~c! to that of Fig. 1~d!and is
specific of the present theoretical model. The fourth region starts
at the third discontinuity and extends up to saturation. In the third
and fourth regions, at the two highest temperatures~70°C and
90°C!, the effective thermal conductivity decreases forW.WF ,
because the thermal conductivity of water~at saturation!is lower
than the apparent thermal conductivity given by Eq.~6!.

Figures 2–3 compare the theoretical predictions of this work
with the experimental measurements of two of the coarse soils of
Table 1 @3#. Figure 2 shows the data forL-Soil, which has the
smallest quartz content~38 percent!, Wilting Point~5.2 percent!
and Field Capacity~9.9 percent!. Two theoretical predictions are
reported in each figure for two porosities, which correspond to the
extremes values of the dry densities of Table 1. The two predic-
tions are in fair agreement with the experiments at 30°C~Fig.
2~a!! and 50°C~Fig. 2~b!!, in the whole range of water content.
The predictions are a little higher than the experiments at 70°C
~Fig. 2~c!!and higher at 90°C~Fig. 2~d!!. Note that the change in
the slope of the predictions at the Field Capacity is in good agree-
ment with the slope change of the experimental data@3#.

Figure 3 presents the predictions and the data for Royal soil,

which has a moderate quartz content~42.5 percent!and Field
Capacity~20.3 percent!. The predictions are in good agreement to
the experiments at 30°C~Fig. 3~a!! and 50°C~Fig. 3~b!!, in the
complete range of water content. Indeed, the data are within the
predictions obtained with the two porosities reported in Table 1
@3#. At 70°C ~Fig. 3~c!! the predictions are in good agreement
below the field capacity but somewhat higher than the experi-
ments at higher water contents. At 90°C~Fig. 3~d!! the theoretical
predictions are higher than the experiments in the whole range of
water content. Also for Royal soil it is evident that the slope
change, in the experimental as well as in the theoretical results,
occurs around the field capacity~20.3 percent!. Further on, at the
field capacity the soil exhibits the highest thermal conductivity,
for the temperatures of 70°C and 90°C.

Figures 4–5 present the theoretical predictions compared to the
experimental data of two medium-fine soils of Table 1; i.e., Pal-
ouse A and Salkum. The conclusions are similar to those made
with Figs. 1–2. The agreement is fairly good at the temperatures
30°C and 50°C~Figs. 4~a,b!and 5~a,b!. It is acceptable at 70°C
up to the Field Capacity~Fig. 4~c!and Fig. 5~c!!. The predictions
are higher than the experiments at 90°C~Figs. 4~d!and 5~d!.

Finally Fig. 6 presents the predictions and the experiments of
the only fine soil of Table 1; i.e., Palouse B. Figure 6~a,b! present
a fairly good agreement. Figure 6~c,d! show the model provides
higher values than the experiments with conclusions similar to the
previous ones.

Fig. 4 „a… Effective thermal conductivity versus water content in Palouse A †3‡; „b… effective thermal conductivity versus water
content in Palouse A †3‡; „c… effective thermal conductivity versus water content in Palouse A †3‡; and „d… effective thermal
conductivity versus water content in Palouse A †3‡
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Conclusions
The theoretical model, used to simulate three-phases porous

soils, gives predictions in very good agreement with the experi-
mental results at the temperatures of 30°C and 50°C. At the tem-
perature of 70°C the agreement is fairly good from dryness to the
Field Capacity. The predictions are somewhat higher than the ex-
periments, above the field capacity. At 90°C the predictions are
higher than the experiments almost everywhere and a better com-
parison can be obtained only with a reduced apparent thermal
conductivity of the water-vapor and air mixture.
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Nomenclature

D 5 water vapor diffusivity in air,@m2/s#
HL 5 latent heat of condensation,@J/kg#

K 5 thermal conductivity,@W/m K#
l 5 cubic cell length,@m#

M 5 molecular mass,@g/mol#
p 5 pressure,@Pa#
R 5 gas constant,@J/mol K#

RV 5 water vapor gas constant,@J/kg K#
T 5 temperature,@K#

TC 5 temperature,@°C#
V 5 volume,@m3#

W 5 water content,@m3/m3#
WC 5 adsorbed water content,@m3/m3#
WP 5 permanent Wilting Point,@m3/m3#
WF 5 field Capacity,@m3/m3#

Greek Symbols

b5 l t / l s 5 lengths ratiod5W/12«
«5Vp /Vt 5 porosity

f 5 air relative humidity
r 5 density,@Kg/m3#
j 5 mass transfer enhancement factor
g 5 lengths ratio

g f 5 lengths ratio

Subscripts

a 5 air
app 5 apparent

b 5 barometric
c 5 gas phase
d 5 dry
p 5 pore
s 5 solid particle
T 5 parallel isotherm
t 5 total

v 5 water vapor
vs 5 water vapor at saturation
w 5 water

wa 5 adsorbed water
w f 5 funicular water

Fig. 5 „a… Effective thermal conductivity versus water content in Salkum †3‡; „b… effective thermal conductivity versus water
content in Salkum †3‡; „c… effective thermal conductivity versus water content in Salkum †3‡; and „d… effective thermal conductivity
versus water content in Salkum †3‡
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Appendix A
If the water content is lower thanWC , the effective thermal

conductivity is given by, Fig. 1~b!;

1

KT
5

b212d/3

b•Kapp
1

b•d

3@Kapp~b221!1Kw!]

1
b

Ks1
2

3
•d•Kw1KappS b2212

2

3
•d D (A1)

where

d5
W

12«
56•

l wa

l s
(A2)

The first term of Eq.~A1! is the thermal resistance of gas in the
section (l t

2) of length (l t2 l s22l wa). The second term is the ther-
mal resistance of the materials gas-water in the section (l t

2) of
length (2l wa). The third term is the thermal resistance of the
materials gas-water-solid in the section (l t

2) of length (l s). With
reference to Fig. 1~b!the three terms can be looked from above to
below and also on the plane on the paper.

If W.Wc , Fig. 1~c!and 1~d!the amount of water accumulated
among the solid particles is the funicular one,Vw f /Vs , according
to @20#. In order to simplify the model,Vw f /Vs is assumed lin-

early variable with the real porosity of the medium, between
0.183, for«50.4764, and 0.226, for«50.2595. The resulting ex-
pression is:

Vw f

Vs
5

Vw f

Vp
•~b321!

5F0.1831
0.22620.183

0.476420.2595
•~0.47642«!G•~b321! (A3)

The following variables are then defined:

g5
l w

l s
5A3 Vw

Vs
2

Vw f

Vs
11 (A4)

and

g f5
l w f

l s
5A Vw f /Vs

3•~b2g!
(A5)

In the configuration of Fig. 1~c!, whereg f,1, KT is given by:

Fig. 6 „a… Effective thermal conductivity versus water content in Palouse B †3‡; „b… effective thermal conductivity versus water
content in Palouse B †3‡; „c… effective thermal conductivity versus water content in Palouse B †3‡; and „d… effective thermal
conductivity versus water content in Palouse B †3‡.
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1

KT
5

b22b•g

Kapp•~b22g f
2!1Kw•g f

2 1
b•g2b

Kapp•~b22g2!1Kw•g2

1
b2b•g f

Kapp•~b22g2!1Kw•~g221!1Ks

1
b•g f

Ks1Kw•~g22112•b•g f22•g•g f !1A
(A6)

whereA5Kapp•(b22g222•b•g f12•g•g f)
The first term of Eq.~A6! is the thermal resistance of the ma-

terials gas-water in the section (l t
2) of length (l t2 l w). The second

term is the thermal resistance of the materials gas-water in the
section (l t

2) of length (l w2 l s). The third term is the thermal re-
sistance of the materials gas-water-solid in the section (l t

2) of
length (l s2 l w f). The fourth term is the thermal resistance of the
materials gas-water-solid in the section (l t

2) of length (l w f). With
reference to Fig. 1~c!the four sections can be looked from above
to below and also on the plane on the paper.

For g f.1, Fig. 1~d!,KT has the following expression:

1

KT
5

b22b•g

Kapp•~b22g f
2!1Kw•g f

2 1
b•g2b•g f

Kapp•~b22g2!1Kw•g2 1
b•g f2b

Kapp•~b22g222•b•g f12•g•g f !1Kw•~g212•b•g f22•g•g f !

1
b

Ks1Kw•~g22112•b•g f22•g•g f !1Kapp•~b22g222•b•g f12•g•g f !
(A7)

The first term of Eq.~A7! is the thermal resistance of the ma-
terials gas-water in the section (l t

2) of length (l t2 l w). The second
term is the thermal resistance of the materials gas-water in the
section (l t

2) of length (l w2 l w f). The third term is the thermal
resistance of the materials gas-water in the section (l t

2) of length
( l w f2 l s). The fourth term is the thermal resistance of the materi-
als gas-water-solid in the section (l t

2) of length (l s). With refer-
ence to Fig. 1~d!the four sections can be looked from above to
below and also on the plane on the paper.
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This work is a numerical and experimental investigation of the effect of the use of a
metallic absorption layer on the laser-based measurements of the thermal conductivity of
dielectric, semiconductor, and highly-conductive materials. The specific experimental
studies, which were carried out on silicon dioxide samples, were used to validate the
numerical approach and to support the findings of this investigation. The numerical and
supporting experimental results reveal the presence of behaviors associated with ther-
mally thin and thermally thick absorption layers, depending on the ratio between the
thickness of the absorption layer and the heat penetration depth. It is concluded that the
TTR method performs optimally when the thickness of the metalization layer falls in the
transition range between the identified thermally thin and thermally thick layers.
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1 Introduction
The performance of electronic and telecommunication devices

depends heavily on electro-thermal interactions, making the
knowledge of material properties fundamental to the design pro-
cess. Higher performance has been achieved by significant reduc-
tions in the size of active features as well as by the introduction of
innovative materials. Miniaturization leads to increased heat gen-
eration densities, which further underscores the importance of
thermal analysis. But, in order for the numerical analysis to be
useful in the prediction of performance and reliability of inte-
grated circuits, accurate thermal property values are required.
With the use of submicron devices came the realization that bulk
and thin-film thermal properties differ markedly@1#. However,
since no universal behavior is expected for these differences and
since they cannot be predicted from theory@2#, the properties of
each material must be measured separately. Also, as films are
typically layered and deposition techniques differ between manu-
facturers, it is important to measure the interface resistance of
stacked layers@3#.

There are many experimental techniques@4# that can be used to
determine the thermal conductivity of thin-film and multi-layered
materials, including the thermal comparator@5,6#, embedded elec-
trical resistance bridges@7,8#, micro-fabricated thermocouples
@9–12#, IR thermography@13,14#, 3-v technique@15–17#, X-ray
reflectivity @18#, and ac calorimetry@19–23#, among others. How-
ever, the transient thermoreflectance method~TTR! @24# is pre-
ferred among experimental techniques used to determine the ther-
mal conductivity of thin-film and multi-layered materials. The
main advantage of the TTR method is that it is a non-contacting
and non-destructive optical approach, both for heating a sample
under test and for probing the variations of its surface temperature
@19#. Because the method is noninvasive, it is attractive for the
measurement of the thermal properties of thin-layer materials
whose investigation by contact methods would present the diffi-

culties of having to fabricate a measuring device into a sample,
and then having to isolate and exclude the influence of that mea-
suring device.

Of course, newly developed materials present an initial hurdle
to the TTR method because of the poor availability in the open
literature of required material properties. But even when available,
TTR measurements of the thermal conductivity can still be hin-
dered by less-than-desirable optical properties of the top layer
material ~i.e., low thermoreflectance coefficient, low reflectivity,
high transparency, surface roughness!, which degrade the mea-
surement performance of a given system. More specifically, most
dielectric materials have a low value of the extinction coefficient,
k, which means that they are transparent to the irradiation of a
heating laser. If the light penetration depth of the irradiation,dL
5l/4pk, is larger than the layer thickness,h, the laser light can-
not heat the layer under test, and thus the TTR method does not
work. The next important problem is associated with the value of
the thermoreflectance coefficient of the top layer material, which
defines the rate of change in the reflectivity as a function of the
temperature of the sample surface. This coefficient needs to be
sufficiently high in order to obtain an appropriate signal-to-noise
ratio in the measurements. Usually, it must be higher than 1025

per Kelvin. In addition to the requirement for the thermoreflec-
tance coefficient, the range of linear behavior between changes in
reflectivity and changes in temperature has to include the range of
transient temperatures experienced by the surface during the mea-
surements. Otherwise, nonlinear effects could entirely distort the
transient temperature response of a sample during analysis. An-
other difficulty connected with the optical properties of the top
layer is the changing of those properties with time due either to
long-term oxidization at room temperature or to accelerated oxi-
dization at the higher temperatures experienced during laser irra-
diation pulsing. These chemical modifications of the top layer add
uncertainty to the measurement procedure since they are not eas-
ily quantifiable.

In order to eliminate these difficulties, investigators have re-
sorted to the use of a so-called metal ‘‘absorption’’ layer on top of
the material under test~for instance Au in@25#, and Al in @3#!.
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Metal films are used because they exhibit high absorptivity and
their optical properties are usually well known. Although the use
of other metals as an absorption layer has not been widely con-
sidered, gold seems to be a particularly attractive material for use
as an absorption film because of good stability in its refractive
indexes~n andk! in a normal laboratory environment, linear de-
pendence between reflectivity and temperature changes in the
range of up to 200 K, and sufficiently high thermoreflectance
coefficient.

Because of the transient nature of the laser heat source in the
TTR method, the duration of a laser pulse and the wavelength of
the laser light are essential parameters for analyzing the applica-
bility of the TTR method to a particular situation. Although a
number of publications have reported on the use of the TTR
method for measuring different composite materials@26#, a sys-
tematic investigation of the influence of the essential parameters
in the TTR method on the uncertainty of the measured thermal
conductivity of bulk semi-infinite layer samples has only recently
been studied by the authors@27#. The present investigation repre-
sents the next step in the complexity spectrum of a sample under
test, and is focused on the TTR measurements of samples that
have at least two layers, one of which is the absorption layer. This
work focuses on the influence of the absorption layer on the per-
formance of the thermal conductivity measurements by analyzing
the thermal response of dielectric (SiO2), semiconductor~Si!, and
highly-conductive~Diamond!materials to the pulsed heating used
in the TTR method. It should be pointed out, however, that the
three materials considered in this investigation are representative
of a wide variety of other materials for which the results obtained
here would be applicable. Also, while the TTR system used in this
work has a single pulse width~8.6 ns!, the methodology and con-
clusions are largely applicable to other pulse widths and materials
whose thermal behavior is governed by the one-equation Fourier
heat model. The values of the thermal conductivity~K! and
thermal diffusivity ~a! for the materials used are
as follows: Au (K5314 W/m-K,a51.2731024 m2/s), Si (K
5148 W/m-K,a50.9431024 m2/s), SiO2 (K51.4 W/m-K,a
54.931027 m2/s), and diamond (K52,000 W/m-K,a511.1
31024 m2/s).

The motivation for this study arose from the discovery of a
special behavior in the course of an experimental investigation of
gold-covered SiO2 samples. This interesting behavior was later
confirmed by a thorough numerical analysis for samples of differ-
ing thicknesses of SiO2 and Au. It was suspected that this behav-
ior might be caused by the significant difference between the ther-
mal conductivity of Au and SiO2 , or in other words, that the
thermal behavior is governed by the ratio of the thermal conduc-
tivity of the underlying material and the metalization layer. To
shed light on this hypothesis, numerical studies were pursued for
two underlying materials for which the thermal conductivity ratio
would be closer to unity~i.e., Si!and much larger than unity~i.e.,
Diamond!. The studies led to the conclusion that the special be-
havior exists for any thermal conductivity ratio as will be de-
scribed in the results section below.

2 Experimental Procedure
The schematic in Fig. 1 depicts the square heating and round

probing spots produced by the TTR system in the SMU Submi-
cron Electro-Thermal Sciences~SETS! Laboratory ~http://
www.engr.smu.edu/setsl!. The source of energy in the TTR
method is normally provided by a pulsed laser with short pulse
duration. During each pulse, a given volume below the sample
surface heats up to a temperature level above ambient due to the
laser light energy absorbed into the sample. The heating area is
specified by adjusting the pulsing laser aperture and the optics of
the system. The depth of the volumetric heating, on the other
hand, is determined by the optical penetration depth, which is a
function of laser wavelength and surface material properties. The
heating energy distribution through the penetration depth (dL)

obeys an exponential decay law, as described later. After each
laser pulse is completed, the sample begins to cool down to the
initial ambient temperature. During this process, the probing CW
laser light reflected from the sample surface at the heating spot
center~probing spot on Fig. 1!is collected on a photodetector that
reads the instantaneous surface reflectivity. The changes in surface
reflectivity are linearly proportional to the changes in surface tem-
perature, within a wide but finite temperature range.

The existing experimental TTR system at the SMU SETS Labo-
ratory is depicted schematically in Fig. 2. The heating source is
provided by an Nd:YAG pulsed laser whose wavelength is 532
nm, pulse width is 8.6 ns, and maximum pulse energy is 0.5 mJ.
The laser power and output aperture are computer controlled, but
the actual energy level delivered by each pulse is also measured
by a power meter. The heating spot of the YAG was characterized
by CCD imaging and fast photodiode detection, and was found to
have good spatial uniformity and a Gaussian temporal distribu-
tion, namely:

I ~ t !5
2F

tAp
e24~ t2t0!2/t (1)

Here,F is the fluence of laser irradiation,t059.6 ns is the time at
which the intensity reaches its maximum value, andt58.6 ns is
the ‘‘duration of the laser pulse’’~defined as the full-width of the
pulse at 1/e-height!.

The probing light source is an Ar-Ion CW laser with a linearly
polarized, single-mode irradiation beam at a wavelength of 488
nm. The beam is delivered to the microscope assembly via a po-
larization preserving, fiber optic cable with TEM00 mode. The
microscope objective lens focuses the laser light on the sample
surface concentrically with the heated spot. The probing beam
reflects from the heated surface back along its optical path to the
sensitive area of a pre-amplified silicon PIN photodetector~rise
time<1 ns) through a fiber optic cable. The intensity of the re-
flected light depends on the reflectivity and temperature of the
sample’s surface. The photodetector signal, representing the varia-
tions in surface reflectivity, is acquired with an 8-bit resolution via
a digital oscilloscope at a rate of 2 Giga-samples per second.
Several microscope objective lenses are available, but the one
used here is 20X, providing heating and probing spots whose
diameters are 226mm and 2.4mm, respectively, on the surface of
a sample under test. The sample under test is placed on a thermal
chuck, capable of maintaining the bottom of the sample at an
isothermal condition, in the range of 0–200°C with increments of
0.1°C. All components are computer interfaced for control and
data acquisition.

3 Heat Transfer Model
The governing mathematical equation used to model the tran-

sient thermal process in the sample is the heat conduction equa-
tion @28#:

Fig. 1 Schematic of the heating and probing spot positioning
on the sample
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rCpS ]u

]t D5¹~K¹u!1Q̇~r ,z,t ! (2)

wherer is the material density,Cp is the heat capacity,K is the
material thermal conductivity, andQ̇ is the heat source term
which is a function of radial position,r, depth,z, and time,t. The
laser light absorbed by the sample acts as a volumetric heat
source,Q̇, such that:

Q̇~r ,z,t !5I ~ t !~12R!ge2gzFlag~r ! (3)

where I (t) is defined by Eq.~1!, R is the reflectivity of the top
layer, g is the absorption coefficient of the top layer, and Flag is
the heat spot flag, such that:

Flag~r !5H 1 inside the heating spot

0 outside the heating spot
(4)

Because of the nature of the problem under consideration~heat
spot, structure of the layer, etc.! cylindrical coordinates would
normally be preferred. However, since the samples under study
are isotropic in theu-direction, the problem can be reduced to an
axially-symmetric, two-dimensional domain. Further simplifica-
tions can be obtained by considering that the area of the heat spot
is much larger than the probing spot area and that the diameter of
the heating laser is much larger than the heat penetration depth,
dH* . In such cases, it is possible to solve a much simpler, one-
dimensional problem@29,30#. The fact that the problem can be
considered one-dimensional has been confirmed by initial compu-
tations ~the results obtained with one-dimensional and two-
dimensional cylindrical coordinates show excellent agreement!.
The boundary condition atz50 ~the upper surface of the sample!
is

S ]u

]zD
z50

50 (5)

while the boundary condition atz5` ~the lower surface of the
sample!is

uz5`5uchuck (6)

where uchuck is the temperature of the thermochuck and can be
adjusted between 0 and 200°C. The initial condition att50 is

u t505uambient (7)

The heat equation is then discretized by the use of central finite
differences for spatial derivatives and a generalized Pade´-type dif-
ferentiation scheme for the time derivative. The Pade´ based three-
point-backward scheme is used because of its higher accuracy and
unconditional stability. The resulting algorithm is second-order
accurate in both space and time.

Initial computations of the heat penetration depth during the
heat transfer process (Q0>0.01), dH* , indicated that the mini-
mum required thickness~measured from the top of the sample! is
26 mm. A fine computational resolution~20 points! inside the
smallest characteristic scale of the problem, which is the light
penetration depth into the absorption layer,dL , requires that the
grid size,DZ, be 10 Å. In order to estimate the uncertainty of the
numerical simulation, a grid convergence study was conducted by
obtaining nondimensional temperature responses of a representa-
tive problem with different values ofDZ. The problem consisted
of an Si substrate covered with 1mm of SiO2 , which in turn was
covered with 1.5mm of Au. The resulting response curves are
plotted in Fig. 3 and the maximum error relative to the results
obtained with the smallest grid spacing,DZ510 Å, is shown in
the legend for each grid spacing. It can be seen that not only does
the temperature response curve converge, but negligible error lev-
els of 0.04 percent are obtained atDZ520 Å. Therefore, all sub-
sequent computations were conducted with a spatial step size of
10 Å.

4 Results and Discussion
The absorption layer within a substrate is depicted schemati-

cally in Fig. 4. Only three length scales are sufficient to uniquely
describe the heat transfer problem during pulsed laser heating in
the TTR method; namely, the thickness of the absorption layer,h;

Fig. 2 Schematic of the experimental setup „http:ÕÕwww.engr.smu.edu Õsetsl…
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the optical penetration depth of the heating light,dL ; and the heat
penetration depth during the pulse width,dH . Since the only ab-
sorption layer material considered in the present article is gold, it
is reasonable to assume that the heat penetration depth is much
bigger than the light penetration depth, i.e.,dH@dL ~this assump-
tion is also applicable to all metals subjected to nanosecond-pulse
laser heating!. It is equally reasonable to consider that the physical
thickness of the absorption layer~e.g., gold! is bigger than the
light penetration depth, i.e.,h.dL . Otherwise, the top layer
would be inappropriate for light energy absorption within the
scope of the TTR measurement approach. Therefore, if one wishes
to analyze the heat transfer process in a gold-covered sample, only
two length scales need be considered:h anddH . After the intro-
duction of the above reasonable limitations for the geometrical
parameters of the problem, one can consider two ranges of varia-
tion for h, one larger thandH and the other smaller thandH . For
the former case, whenh is larger thandH , a practical upper limit
must be placed on how thick the gold layer needs to be. To place
a practical limit on the required thickness of the gold absorption
layer,h* , it is useful to think in terms of the distance traveled by
a heat pulse through the sample until the temperature response
falls below ten percent of its maximum value. For the case of
gold, hAu* would be equal to 6.35mm @27#.

In the present work, a comparison is made between the tem-
perature responses of two samples of thick SiO2 , one covered

with a ~hypothetically! infinite thickness of gold and the other
with a layer of gold whose thickness is exactlyh* 56.35mm. The
results of this comparison, obtained by numerical simulation, are
shown as the lower two curves in Fig. 5. Some discrepancy can be
observed between these two curves toward their tail ends, which
is due to the influence of the SiO2 on the heat transfer through the
finite gold layer. Nevertheless, it is clear that the gold layer con-
trols the majority of the temporal variations in temperature under
the surface of the sample. Thus, the thicknessh* defines the
maximum possible thickness of gold to be used as an absorption
layer; thicker layers of Au will hide the influence of the thermal
properties of any underlying material on the surface temperature
response in the TTR method.

4.1 Behavior of Thermally Thick Absorption Layer for
SiO2. In categorizing the heat transfer process in a layer of ma-
terial, a distinction is made between layers that are thermally thin
and layers that are thermally thick. When the thickness of the
absorption layer,h, is larger than the heat penetration depth,dH ,
the layer has sufficient internal thermal resistance to support tem-
perature gradients, i.e., the gold layer behaves as a thick plate.
Thus, such a class of absorption layer is referred to as thermally
thick.

A typical normalized temperature response for thermally thick
layers of gold (hAu52 mm) is also shown in the middle part of
Fig. 5. It is interesting to point out in reference to several of the
curves in Fig. 5 that the temperature decay exhibits a sharp change
of slope. The slope change corresponds to the time when the heat
front reaches the less thermally conductive oxide layer, and is
caused by the high temperature gradients developed at the inter-
face between the highly conductive gold layer and the more resis-
tive silicon dioxide layer. As expected, the time required for the
heat front to reach the underlying oxide layer is longer for thicker
absorption layers. At the upper limit, when the thickness of the
absorption layer is bigger thanh* , the response shows that there
is very little, if any, heat flow in the silicon dioxide layer, indicat-
ing that the bulk limit of the material has been reached.

The preceding discussion dealt with the thermal responses as
the thickness of the Au absorption layer was decreased from in-
finity to 2 mm. While the curve forh5` represents the lower
limit for the thermal response at the surface of the sample, the
four upper curves in Fig. 5 (h50.5, 0.6, 0.7, and 1.04mm! rep-
resent the upper range. Further reductions in the thickness of the
gold absorption layer will produce curves that fall below this up-

Fig. 3 Uncertainty of the numerical simulation for a Si sub-
strate covered by 1 mm layer of SiO 2 and 1.5 mm layer of Au.
Maximum relative errors at the different spatial step sizes DZ
are shown in the brackets.

Fig. 4 Schematic of the absorption layer on the substrate

Fig. 5 Thermally Thick Layer: Temperature responses of a
SiO2 bulk sample covered with Au, whose thickness is higher
than the heat penetration depth, dH
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per range, depicting the behavior of thermally-thin absorption lay-
ers. The thermally-thin and transition regimes are discussed next.

4.2 Behavior of Thermally Thin Absorption Layer for
SiO2. When the thickness of the absorption layer is smaller than
the heat penetration depth during the heating pulse, the layer has
insufficient internal thermal resistance to support temperature gra-
dients, and as a result, the instantaneous temperature field is rela-
tively uniform throughout the material. Consequently, this type of
absorption layer will be referred to as a thermally thin~also
widely known as ‘‘lumped capacity’’! layer.

Characteristic temperature responses for thermally thin layers
are shown in Fig. 6, bracketed from above by the curve forh
50.6mm and from below by the curve forh5`. The latter curve
is included for reference purposes and may not necessarily repre-
sent the absolute limit for all materials. The temperature decay is
visibly faster as the thickness of the absorption layer decreases
and all temperature responses lie above the response for bulk
gold. The light penetration depth of the heating laser,dL , is the
lower limit for the thickness of an absorption layer. Therefore,
layers thinner thandL are not considered since they are impracti-
cal for the TTR method.

4.3 Transition „Intermediate… Regime Limits for SiO2.
The discussion below can benefit from the use of the Fourier
number defined as Fo5at/h2 wherea is the thermal diffusivity
of gold andt is the pulse width of the heating laser. It turns out
that the reciprocal of the square root of the Fo number~i.e.,
Fo21/2) represents the ratio between the thickness of the absorp-
tion layer,h, and the heat penetration depth during a single laser
pulse width,dH . The above-defined ratio can also be interpreted
as the dimensionless thickness of the absorption layer:

H5
h

Aat
5

h

dH
5

1

AFo
(8)

The computed normalized temperature responses for gold-
covered silicon dioxide are plotted in Fig. 7, where a nondimen-
sional time based on the pulse width has been introduced, such
thatT5t/t. In these plots, the temperature responses from Figs. 4
and 5 are shown at specific time instances, beginning with a time
equal to twice the pulse width, i.e.,T52, and ending withT
550. This view of the results makes it possible to more easily
identify the three different regimes which are entirely defined by
the nondimensional thicknessH. Behavior consistent with the
thermally thick regime appears forHi2, while behavior consis-
tent with the thermally thin regime occurs forHu0.4. A transition

regime between the thermally thin and thermally thick regimes is
evident. For the specific materials considered here, this transition
occurs in the range of 0.4uHu2.

Similar numerical experiments were conducted for pulse widths
equal to 86 ns and 0.86 ns, thus bracketing by an order of mag-
nitude the 8.6 ns pulse width of the current system. The results
~not shown! indicate that the transition occurs in the range of
0.4uHu2, exactly like for the case of the 8.6 ns pulse width.

The existence of the three regimes defined above was shown for
metallized silicon dioxide samples. In the next two sections, the
results are presented for Si and diamond, proving that the defined
regimes can be identified for materials within a wide range of
thermal conductivity.

4.4 Thermal Behavior of Gold-Covered Bulk Si and Bulk
Diamond. The transient surface temperature characteristic of
thermally thick and thermally thin layer regimes are presented in
Figs. 8 and 9, respectively. The computed normalized temperature
responses are plotted in Fig. 10 for different nondimensional time
T5t/t. As previously observed for gold-covered silicon dioxide
samples, behavior consistent with the thermally thick regime is
evident for Hi2, while behavior consistent with the thermally
thin regime occurs forHu0.4. Transition between the thermally
thin and thermally thick regimes for the gold-covered silicon
sample is clearly visible and occurs again in the range 0.4uH
u2.

Fig. 6 Thermally Thin Films: Temperature responses of a SiO 2
bulk sample covered with Au, whose thickness is smaller than
the heat penetration depth, dH

Fig. 7 Heat transfer regimes in gold covered SiO 2 samples

Fig. 8 Thermally Thick Layer: Temperature responses of a Si
bulk sample covered with Au, whose thickness is higher than
the heat penetration depth, dH
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Corresponding results for gold-covered diamond are presented
in Figs. 11–13. Two major differences from the results shown
above for Si and SiO2 are observed. First, all of the transient
surface temperature responses lie below the bulk gold curve~i.e.,
h5`). Second, increasing the thickness of Au in the thermally
thin regime results in the lowering of the transient temperature

curve, while increasing the thickness of Au in the thermally thick
regime results in the raising of the temperature curve. The lowest
curve exists in the transition regime. This behavior is the opposite
of what was observed in the cases of Si and SiO2 above. Finally,
it should be noted that the behavior observed for gold-covered
diamond should be expected for all combinations of underlying
material and metalization cover layer whose thermal conductivity
ratio is much higher than unity.

4.5 Experimental Results. To validate the temperature re-
sponse behavior observed in the numerical results presented above
for the thin and thick absorption layers, experiments were carried
out for different thicknesses of the absorption layer deposited on a
given semi-infinite thickness of SiO2 .

In order to determine the minimum required thickness of SiO2
that behaves thermally as a semi-infinite material, an additional
numerical investigation was carried out for seven samples of dif-
ferent thicknesses of SiO2 covered by 1.5mm of Au. The results,
shown in Fig. 14, indicate that the transient surface temperature
response is indistinguishable for layers of SiO2 thicker than 5000
Å. Therefore, it was decided to thermally grow 1mm of SiO2 on
five standard, 4-inch, silicon wafers, and then cover each of them
with a metallic layer by a process of chemical vapor deposition.
The actual thicknesses of SiO2 for the five samples were measured
with an ellipsometer and found to vary between 1.2 and 1.5mm,
all of which are well above the minimum required 5000 Å.

Fig. 9 Thermally Thin Films: Temperature responses of a Si
bulk sample covered with Au, whose thickness is smaller than
the heat penetration depth, dH

Fig. 10 Heat transfer regimes in gold covered Si samples

Fig. 11 Thermally Thick Layer: Temperature responses of a
diamond bulk sample covered with Au, whose thickness is
higher than the heat penetration depth, dH

Fig. 12 Thermally Thin Films: Temperature responses of a
diamond bulk sample covered with Au, whose thickness is
smaller than the heat penetration depth, dH

Fig. 13 Heat transfer regimes in gold covered diamond
samples
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As previously discussed, the metal of choice for the top layer is
gold since gold is chemically stable, has known optical and ther-
mal properties, and has a high thermal reflection coefficient. How-
ever, very large thicknesses of gold are inherently difficult and
expensive to deposit. Alternatively, a thinner layer of gold was
deposited on a thicker layer of aluminum, creating the desired
metallic thickness while preserving the advantages of the use of
gold as a surface layer. In order to assess the influence of the use
of some aluminum in the metallic layer instead of using solely
gold, numerical simulations were performed for the scenario of
pure gold and a corresponding case of gold on top of aluminum.
The simulation results indicated that as expected the differences
between the temperature responses for pure gold and gold on alu-
minum were negligible (RMS,0.6 percent) since the two metals
have similar thermal properties.

The experimental and corresponding numerical results are pre-
sented in Fig. 15. The thickness of the coating gold layer for each
sample was measured by the use of a stylus profiler with an un-
certainty of 5 percent~which is essentially due to the nonunifor-
mity of the coating process rather than the low accuracy of the
profiler!. The thickness of the absorption layer measured by the
profiler is shown in the legend of Fig. 15 for each sample as the
sum of the thicknesses of the Au and the Al layers. For each
sample, two temperature response curves were obtained numeri-
cally in order to bound the variations in the response that would
correspond to the 5 percent uncertainty band in the metal thick-
ness. Then, it was found that the experimental data falls within the
envelope formed by two response curves. Hence, it became pos-

sible to select the best fit between the experimental data and nu-
merical curve within the envelope for each curve. The worst av-
erage uncertainty in the curve-fitting procedure was equal to 2.2
percent and occurred for Sample 5.

The behavior of the temperature responses of samples 1–3 is
consistent with the previously discussed behavior of thermally
thin absorption layers~Fig. 15!, where the gold layer thickness is
considerably smaller than the heat penetration depth during the
pulse, and the cooling phase of the temperature response is com-
pletely dependent on the thermal properties of SiO2 . The decrease
in the level of the temperature response evident as the gold layer
becomes thinner is explained by the fact that the amount of energy
accumulated during the pulse decreases accordingly with the re-
duction of the thermal capacitance of the absorption layer.

Samples 4 and 5 exhibit a behavior consistent with the ther-
mally thick regime whereby the diffusion of heat through the un-
derlying oxide layer is discernable by the presence of an abrupt
change of slope at small values ofT (T>2.5 for sample 4 and
T>3.5 for sample 5!. In this case, both the TTR heating and the
beginning of the TTR cooling phases occur within the gold layer,
which is highly diffusive for the heat propagation. Thus, the initial
decay of the temperature response exhibits a considerable slope,
which corresponds to the TTR response of the bulk gold. Contrary
to the behavior of the initial decay, the remainder of the tempera-
ture response forms a nearly ‘‘flat’’ curve, whose slope corre-
sponds to the slow diffusion of the energy in the SiO2 medium.
This part of the normalized response is lower for thicker layers of
gold because the accumulated energy during a pulse dissipates
into the gold for thicker gold layers.

4.6 Responsivity of the TTR Method. To further assess the
performance of the TTR method, it is useful to introduce a param-
eter whose value could directly characterize the accuracy of TTR
measurements. We suggest the use of the responsivity,Rs, of the
thermal conductivity measurement defined asRs
5K(dQ/dK)max, whereT is the normalized temperature response
of the sample surface andK is the thermal conductivity of the
material. The responsivityRs is calculated at the nondimensional
time Q where du/dK is maximum. Indeed,Rs is directly con-
nected with the accuracy of the method by the equationsK

5Rs21sQ , wheresK is the random measurement uncertainty of
the thermal conductivity,K, andsQ is the random apparatus un-
certainty related to detecting the temperature response. WhilesQ
depends on the apparatus signal-to-noise ratio and can be consid-
ered as a conservative value for a particular setup, the latter equa-
tion shows that the measurement uncertainty,sK , of the TTR
technique decreases with increases in the responsivity value,Rs.
Hence, the responsivity,Rs, which depends on the properties and
geometry of the materials making up a sample as well as the
parameters of the TTR system, can characterize the performance
of the TTR method and be useful for optimizing an experiment.
By numerically solving the heat equation forQ, it is possible to
computeRsand to bring out an important issue that could be used
to assess the performance of the TTR technique.

The influence of the thickness of the gold absorption layer on
the responsivity of the thermal conductivity of three gold-covered
samples~silicon, silicon dioxide, and diamond! is shown in Fig.
16. In addition, the responsivity value (Rs50.091) for an uncov-
ered bulk silicon sample is shown as a dashed horizontal line for
reference purposes. For thermally-thick absorption layers, it is ex-
pected that the responsivity of the gold-covered silicon sample
will be worse than the responsivity of an uncovered silicon sample
because a very thick layer of gold will essentially hide the influ-
ence of the thermal properties of the underlying silicon material.
In the transition and thermally-thin regimes, the responsivity of
the gold-covered silicon sample is significantly higher than that of
the uncovered silicon sample, except when the thickness of the
gold cover becomes smaller thanhAu52,150 Å (H50.207). The
improvement is as high as 40 percent at the specific optimal thick-
ness of goldhAu55,700 Å, which corresponds toH50.558.

Fig. 14 Influence of the SiO 2 thickness on the normalized tem-
perature response of the gold covered „h AuÄ1.5 mm… samples

Fig. 15 Measured and computed temperature responses of a
SiO2 layer covered by different thicknesses of gold
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Based on this investigation, one can conclude that it is not advis-
able to use absorption layers that are in the thermally thin regime
~i.e., H,0.207) since these layers result in much lower respon-
sivity values. Furthermore, in attempting to measure lower thick-
nesses of the absorption layer one can expect to incur higher lev-
els of uncertainty.

By increasing the thickness of the gold layer on an SiO2 or
diamond sample, the responsivity exhibits a similar behavior and
noticeably higherRs values. However, unlike silicon, SiO2 and
diamond are transparent materials; so, if it were not for the pres-
ence of the metallic layer, the heating laser would not have been
able to heat the SiO2 and diamond test samples. Therefore, it is
impossible to estimate the accuracy gain resulting from the use of
a gold cover for an SiO2 or diamond sample.

4.7 Measurement Uncertainty. As described earlier, the
TTR measurement procedure consists of both experimental and
numerical parts. The experimental part includes heating the
sample under test and detecting a change in the surface reflectivity
caused by the temperature change in the heated area, while the
numerical part consists of simulating the heat transfer process
through the multi-layered sample. Both parts are expected to in-
troduce errors into the respectively obtained normalized transient
temperature responses. On the basis of the uncertainty analysis
developed by Kline and McClintock@31# and revised later by
Holman @32#, the average discrepancy between the experimental
data and the numerical fitting curve is given by:

sfit
2 5usexp

2 1snum
2 u (9)

Heresexp andsnum are the experimental and numerical uncer-
tainties, respectively. Since systematic errors do not exist in the
experimental technique,sexp is tied to the signal-to-noise ratio of
the TTR system and can be estimated by calculating the standard
deviation of an adequately large number of transient responses. In
order to estimatesnum, the responsivity,Rs, introduced in the
previous section is used. The responsivity of the normalized tran-
sient temperature response for a small relative variation of a pa-
rameterVi of a j-layer of a sample under test is

Rsi , j5Vi

]Q

]Vi
(10)

whereVi can be one of the following variables: thermal conduc-
tivity K, specific heatrCp , extinction coefficientk, or thickness
of the layerh. Then, assuming that the truncation errors resulting
from the discretization of the heat transfer equation are negligible
as compared to those associated with the previously listed vari-
ables, the uncertainty analysis yields

snum
2 5(

i

4

(
j Þn

if i 5K

N

~Rsi , js i , j !
21~RsK,nsK,n!2 (11)

Here,s i , j is the relative uncertainty of parameterVi of the layer
j used in the numerical simulation;N is the number of sample
layers; n is the particular layer under test;sK,n is the relative
uncertainty of the thermal conductivity,K, of the layer under test,
n. By substitutingsnum into Eq. ~9!, the uncertainty of the TTR
thermal conductivity measurement,sK,n , can be re-written as

sK,n5RsK,n
21 sQ5RsK,n

21 S sfit
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(12)

As evident from Eq.~12!, the uncertainty of the measurements
sK,n is directly connected to the responsivityRs. Since the uncer-
tainty sQ is an intrinsic parameter of the TTR system, an increase
in the responsivity will produce a decrease in the uncertainty of
the measurementssK,n . Thus, the best uncertainty is obtained for
the maximum value of responsivityRs. Calculating the various
terms in Eq.~12! for the present investigation reveals that the total
measurement uncertainty is less than 6 percent for the five
samples considered.

5 Conclusions
The influence of the thickness of a metallic absorption layer on

the performance of the transient thermo-reflectance method has
been investigated. The maximum practical thickness of gold that
needs to be used as an absorption layer (h* ) was determined, and
it was concluded that using thicker layers would hide the influence
of the thermal properties of any underlying material. Conversely,
the lower limit for the thickness of an absorption layer is the light
penetration depth of the heating laser,dL , since layers thinner
thandL do not absorb enough irradiation energy in order to gen-
erate the heat source required in the TTR method.

For thicknesses of the absorption layer between the lower and
upper limits ~i.e., dL,h,h* ), the numerically and experimen-
tally obtained transient surface temperature responses differ ac-
cording to the ratio between the absorption layer thickness,h, and
the heat penetration depth,dH , during a laser pulse. The two
drastically different behaviors are referred to as thermally thick
and thermally thin. In the thermally thick regime, a decrease of
the absorption layer thickness enhances the normalized tempera-
ture response and shortens the time during which the initial rapid
temperature decay takes place. In contrast, the normalized tem-
perature response on top of a thermally thin layer exhibits the
opposite behavior. Specifically, a decrease of the layer thickness
leads to a lower normalized temperature response, but while
lower, it remains above the temperature response for bulk gold,
even at thicknesses close todL . Between the thermally thick and
thermally thin layers there is a range of layer thicknesses where
their influence on the temperature response is minimal. The tem-
perature response behavior associated with this range of thick-
nesses has been referred to as a transition regime.

The analysis performed in the present work has led to the as-
sociation of the Fourier number~Fo! or the nondimensional thick-
ness of the absorption layer~H! with the different regimes of the
normalized temperature response behavior. The thermally thin,
thermally thick, and transition regimes have been associated with
Hu0.4, Hi2, and 0.4uHu2, respectively.

The responsivity of the TTR measurements characterizes the
performance of the TTR method, and makes it possible to recom-
mend optimal thicknesses for a metallic absorption layer. The nu-
merical simulations carried out for the gold-covered Si, SiO2 , and
diamond samples revealed that the responsivity values in the ther-
mally thick regime are too low for the measurements to be suffi-
ciently accurate. The same holds true for lower values ofH in the
thermally thin regime. However, for the range 0.1uHu2 that

Fig. 16 Influence of thickness of Au absorption layer on the
responsivity of thermal conductivity measurements for Si, SiO 2
and diamond samples
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covers all of the transition regime and most of the thermally thin
layer regime, the responsivity of the TTR measurements for met-
allized silicon dioxide and silicon samples is sufficiently high for
measuring the thermal conductivity of the underlying material
with acceptable uncertainty. Furthermore, the responsivity values
for a metallized silicon sample exceed the responsivity value for
an uncovered silicon sample over a wide range of theH param-
eter. And, the maximum performance of the TTR method is ex-
pected for gold covered Si and SiO2 samples at the specific thick-
ness of goldhAu55700 Å, which corresponds toH50.558, while
the maximum performance for gold covered diamond is observed
at H50.403.

Three representative materials have been selected in order to
cover the wide range of thermal conductivity of electronics mate-
rials. Namely, diamond was chosen for the higher limit, silicon
dioxide for the lowest, and silicon somewhat in the middle. Since
the results presented here show that the optimum layer of the
absorption material is obtained for the transition regime for all of
the above materials, it is concluded that the above statement is
valid for any material as long as it falls within the investigated
range, whether its thermal conductivity is known or is to be de-
termined. In addition to covering a wide range of materials, com-
putations for different pulse widths~one order of magnitude
smaller, 0.86 ns, and one order of magnitude larger, 86 ns, than
the pulse width of the heating laser used in this work! have also
shown that the analysis and the results presented in this work are
applicable for a wide range of heating lasers. In other words, the
transition regime identified to be in the interval of 0.4uHu2 is
applicable to all heating pulses in the nanosecond range. These
findings indicate that the physics are similar for this wide range of
materials and pulse widths.
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Nomenclature

F 5 fluence of heating laser irradiation, J/m2

Flag(r ) 5 heating spot flag
Fo 5 Fourier number,Fo5at/h2

h 5 thickness of the absorption layer, m
h* 5 practical upper limit for the thickness of the ab-

sorption layer, m
H 5 nondimensional thickness of the absorption layer,

m
I (t) 5 heating irradiation intensity

K 5 thermal conductivity of a sample material, W/m-K
L 5 thickness of the sample, m

Qab(r ,z,t) 5 laser energy absorbed by a sample material
R 5 reflectivity of a sample surface

Rs 5 responsivity of the TTR method
t 5 time, s

t0 5 time at which heating laser intensity reaches its
maximum value, s

T 5 nondimensional time,t/t
z 5 coordinate that is normal to a sample surface, m

Greek symbols

a 5 thermal diffusivity of a sample material, m2/s
g 5 absorption coefficient of a sample material, m21

dL51/g 5 penetration depth of a heating laser light, m
dH 5 heat penetration depth during the pulse width, m
dH* 5 heat penetration depth during the heat transfer

process (Q>0.01), m
u 5 temperature of a sample, K
Q 5 normalized temperature of a sample (u/umax)

k 5 extinction coefficient of a sample material
l 5 wavelength of a heating laser, m

rCP 5 specific heat per unit volume, J/m3K
sK 5 random apparatus uncertainty
sQ 5 random measurement uncertainty of the thermal

conductivity
t 5 pulse width of a heating laser, s

Subscripts and Superscripts

ab 5 absorption
0 5 outer boundary

r, z 5 direction indices
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Convective Heat Transfer in
Vertical Asymmetrically Heated
Narrow Channels
A calibrated thermochromic liquid crystal technique was used to acquire wall temperature
data for laminar and turbulent forced convection in an asymmetrically heated channel.
The experiments were carried out in upward flow in rectangular channels with channels
spacings of 2.0, 1.0, and 0.5 mm and aspect ratios of 1:10, 1:20, and 1:40. One side was
uniformly heated, and the remaining sides were approximately adiabatic. The entire sur-
face temperature field of the heated wall was acquired in one color image, and the
temperature was determined by hue-based image processing. In the laminar regime, buoy-
ancy effects elevated the local Nusselt number to values significantly above those expected
for purely forced convection in both the developing region and in the fully developed
region. In the turbulent regime, the fully developed Nusselt number agreed well with
previous observations, but the facility produced an unexplained linear trend in a portion
of the developing region of the channel. While the channel aspect ratio affected the fully
developed Nusselt number, no evidence was found that small channel spacing in itself
produces Nusselt numbers that are at variance with accepted values.
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Introduction
The vertical rectangular channel with a symmetrical uniform-

heat-flux boundary condition has received considerable attention
in the literature. However, studies of the asymmetrical uniform-
heat-flux boundary condition~here, one wall at uniform flux, the
other adiabatic!are more limited, and more often theoretical and
numerical than experimental. Summaries of various cases for
laminar and turbulent flow are provided by Bhatti and Shah@1#,
Shah and Bhatti@2#, and Hartnett and Kostic@3#. With the advent
of interest in micro-scale thermal systems, there have been reports
that single-phase convective heat transfer rates in small channels
~characteristic dimension near or below 1 mm! are enhanced
above classical values established for larger channels, e.g., Kami-
dis and Ravigururajan@4#.

This study presents an experimental data set that addresses the
streamwise evolution of heat transfer in channels with an asym-
metrical uniform-heat-flux boundary condition, and it examines
the question of heat transfer enhancement in small rectangular
channels. The results concern rectangular channels with channel
heights of 2.0, 1.0, and 0.5 mm. These heights correspond to
aspect ratios of 1:10, 1:20, and 1:40 for the channel width of 20
mm and a length of 357 mm. One channel wall was electrically
heated while the remaining walls were approximately adiabatic.
The channel axis was vertical and the flow direction was upward.
The working fluid was Freon-11 with a Prandtl number, Pr, of
approximately 4.1. Flow rates were selected so that both the lami-
nar and turbulent flow regions were examined. The lower flow
rates were small enough that density-driven fluid motion could
contribute to heat transfer. The streamwise evolution of surface
temperature on the electrically heated wall was measured by hue-
based liquid crystal thermography. This technique made possible
surface temperature measurements with a spatial scale of less than
600 mm.

Brief Review of the Turbulent Flow Literature. The experi-

mental studies of Sparrow et al.@5# and Tan et al.@6# of fully
developed turbulent air flow in an asymmetrically heated rectan-
gular channel yielded a fully developed value of the Nusselt num-
ber, Nu, that is about 15 percent lower than that for the symmetri-
cally heated channel. The problem of simultaneously developing
momentum and thermal profiles in a rectangular duct has received
less attention. Sparrow and Cur@7# reported Nux for a turbulent
air flow in the entrance and fully developed regions. They used a
sublimation technique with an effective Pr52.5. One wall was
isothermal while the remaining three were adiabatic. They found
the Nux for symmetrical and asymmetrical heating are identical in
the initial portion of the entrance region. The fully developed
value of Nux for the asymmetrical heating was as low as 7 percent
below the value for symmetrical heating, and the thermal entrance
length for asymmetric heating was about double that for symmet-
ric heating.

A fully developed turbulent water flow through a rectangular
duct with asymmetric heating was experimentally investigated by
Kostic and Hartnett@8#. The two facing walls were driven at
uniform-heat-flux, but at different levels. The Nu for the higher-
heat-flux wall was lower than those of the lower-heat-flux wall,
with the values of Nu for the symmetrical heating case falling in
between. The difference in Nu between the symmetrical and
asymmetrical cases increased to 8 percent as the lower-heat-flux
wall approached adiabatic. This difference compares to a value of
15 percent found by Sparrow et al.@5#, and the discrepancy was
attributed to the higher Pr of the working fluid~water!.

Brief Review of the Laminar Flow Literature. The analysis
by Shah and London@9# found Nu55.385 for fully developed,
purely-forced, laminar flow in a flat duct with uniform heat flux
on one side and adiabatic on the other. Maitra et al.@10# presented
a theoretical and experimental study of laminar flow in a vertical
annulus. Their results indicated that buoyancy effects were rela-
tively minor when the Rayleigh number, Ra, was,103. Above
this value, a steep increase in Nu occurred. The thermal entry
length was much shorter than for pure forced convection, and it
depended on Ra. The measured Nu followed the same trend as the
theoretical analysis but were on the average 45 percent higher.
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Yao @11# suggested that idealized, fully developed, forced convec-
tion flows can exist only with minimum heating; therefore, it is
improper to use available heat transfer predictions without consid-
ering buoyancy effects.

For fluids of intermediate Pr, the thermal entrance region in-
volves simultaneously developing momentum and thermal bound-
ary layers, and the resulting behavior is dependent on Pr. Few
measurements are available for simultaneously developing flows
in a flat duct with asymmetric heating. Heaton et al.@12# obtained
an analytical solution for simultaneous development of velocity
and temperature fields in a flat duct with one wall at constant heat
flux and the others adiabatic. Mercer et al.@13# found that increas-
ing buoyancy tended to increase the hydrodynamic development
length but decrease the thermal development length.

Baek et al.@14# conducted a numerical analysis and an experi-
mental study of velocity profiles for assisted convection in a ver-
tical channel with an asymmetric uniform-wall-temperature
boundary condition. The velocity distribution was observed to
skew towards the heated wall and the fluid in that region acceler-
ated as it ascended along the length of the channel. Distortion of
the developed velocity profiles by asymmetric heating and en-
hancement of heat transfer rate on the heated wall were also re-
ported by Aung and Worku@15#. Their results suggested that
quantitative effects of buoyancy in laminar, buoyancy-aided flows
in a vertical parallel-plate channel cannot be extrapolated from
results available for circular tube flow. Under asymmetrical heat-
ing conditions, the effect of buoyancy causes the velocity profile
to be dramatically distorted as the fluid moves through the duct.
Increasing the heat flux causes the thermal development length to
be shortened and the hydrodynamic development length to be
elongated considerably. Aung and Worku found that for small, but
significant Ra, the thermal entrance length decreases with increas-
ing Ra, and then increases with increasing Ra at large Ra.

Experiment Apparatus and Data Reduction
Freon 11 was selected as the working fluid because its boiling

point was compatible with flow-boiling experiments also carried
out in this apparatus. The test section was a rectangular channel
with a width of 20 mm and a length of 357 mm. Three heights,H,
~channel spacings!were investigated:H52.0, 1.0 and 0.5 mm. A
drawing of the cross-section of channel with a detail of the surface
construction is shown in Fig. 1, and a schematic of the entire
apparatus is shown in Fig. 2.

The channel was machined into one face of an aluminum bar so
thatH52.0 mm was created by the depth of the machining opera-
tion. For the 1.0 and 0.5 mm spacings, shims were attached to the
non-heated wall to achieve the desired spacings. The choice of a
metallic base structure for the test section was dictated by the
need to hold channel dimensions fixed over a range of system
pressures during the two-phase experiments referenced above.
However, this choice did present challenges in the management of
the thermal boundary conditions on the unheated walls. To allevi-
ate this problem, a number of flow passages designed to approxi-
mate an adiabatic condition on the back surface of the channel and
on the narrow sides were machined into the bar. The approxi-
mately adiabatic condition on the back surface was implemented
by circulating water at the mean temperature of the working fluid
through a passage directly behind the back surface of the channel.
Five type-K thermocouples were epoxy-sealed in wells drilled
into the back surface such that the beads were 1.78 mm below the
back surface of the~unshimmed!channel. The difference in the
heat capacities of R-11 and water allowed the back surface of the
channel to be maintained near the mean of the inlet and outlet
temperatures of the working fluid. Figure 3 shows that a typical
bulk temperature rise through the channel resulted in a tempera-
ture variation of62.0°C about this mean, while the driving tem-
perature difference was an order of magnitude larger.

The heated wall of the channel was a 76mm thick Haynes 230
alloy foil that was clamped to the face of the aluminum bar. An

o-ring provided a pressure seal and a 0.25 mm thick gasket elec-
trically isolated the foil from the channel. Thermochromic liquid
crystal was painted on the dry side of the foil, and a clear glass
sheet attached to the clamp held the foil flat so that the estimated
variance in channel spacing was60.1 mm. The heat flux was
provided by electrically heating the foil with direct current from a
pair of 200 ampere, 12 volt power supplies connected in series.

Fig. 1 Cross-section views of the channel: „a… longitudinal,
and „b… transverse with construction detail. For „b… the gravity
vector is pointing out of the page.

Fig. 2 Schematic of experiment apparatus
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The voltage drop across the foil was measured at the connecting
bus bars, and the current was measured from the voltage drop
across a known resistor connected in series with the foil. The
energy dissipated from the portion of the foil beneath the clamp-
ing frame was removed by chilled water flowing through passages
in both the clamping frame and the edge of the aluminum bar. The
sidewalls of the channel were isolated from this cooling flow by
air gaps machined parallel to the channel walls into the aluminum
bar.

The working fluid entered an inlet plenum chamber on the bot-
tom of the channel, and exited through an identical chamber at the
top of the channel. These chambers were circular in cross-section,
and the test channel connected tangentially at the wall of each
chamber. The foil was attached so that heating began at the start of
the test channel with no unheated starting length. Rotameters were
used to measure a volumetric flow rate controlled by a by-pass
loop connected to a constant-speed pump. The fluid temperatures
at the inlet and exit of the test section were measured by thermo-
couples and collected along with the foil voltage and current by a
computer-controlled data acquisition system. No measurements of
the inlet velocity profile could be made because of the size of the
channel.

The visible surface of the foil was air-brushed with water-
soluble black paint followed by several coats of a micro-
encapsulated cholesteric liquid crystal formulation from Hallcrest,
Inc. Thermochromic liquid crystals~TLC! display a color change
across the spectrum from red at the lower end of the active tem-
perature range through blue at the upper end. On either side of the
active range the TLC surface appeared black. The surface was
lighted by two 40 watt fluorescent tubes placed parallel to the flow
direction. The image was captured by a charge-coupled-device
color video camera. Real-time images were recorded on video-
tape, and single images were digitized directly by a 338 bit Ma-
trox color frame-grabber in an Intel-type computer.

A general discussion of the application of quantitative TLC
imaging to heat transfer research can be found in Hay and Holl-
ingsworth@16#. The intensities of the red, green, and blue prima-
ries ~R, G, andB respectively!as recorded by the camera are cast
as magnitudes ofhue, saturation, and monochromatic intensity.
The hue corresponds most closely to the wavelength of the light,
and it provides a scalar against which temperature can be cali-
brated. Hue is defined in terms of the intensities of the three
primaries as

hue[arctanS A3~G2B!

2R2G2BD . (1)

The hue-temperature relationship for this TLC is discussed at
length in Hay and Hollingsworth@17#. The useful active range of

the TLC as verified by sixin situ calibrations in the present ap-
paratus was 44.4 to 59.6°C. A fifth-order polynomial was fit to the
calibration data and a computation of uncertainty using this cali-
bration was done in accordance with Hay and Hollingsworth@16#.
The typical single-pixel uncertainty was61.9°C, with the maxi-
mum of 64.5°C occurring near the upper end of the range. The
upper limit of the active band is set by this unacceptably high
uncertainty. The lower end of the band is set by a loss of intensity
as red fades to black. The image window was chosen to be a long,
narrow slice~36 by 623 pixels!of the test surface centered on the
centerline of the heated wall. The resulting spatial resolution was
0.56 mm30.56 mm per pixel.

The hydraulic diameter used in the data reduction wasDh
52H, as suggested by Shah and London@9#. The Reynolds num-
ber is defined as Re[ruDh /m. If the heat flux from the heated
wall to the fluid is qw , and Tw(x)2Tm(x) is the local driving
temperature difference, then the local heat transfer coefficient and
the local Nusselt number can be defined as

Nux[
hxDh

k
5

qwDh

k~Tw~x!2Tm~x!!
, (2)

wherex is the axial coordinate. The heat flux and wall temperature
were measured, and the local bulk fluid temperature,Tm(x), was
obtained by an enthalpy balance as

Tm~x!5Ti1
4

ruCpDhe
E

0

x

@qw2qback~x!#dx, (3)

whereTi is the inlet temperature of the liquid fed to the heated
channel,u is the velocity,cp is the liquid thermal capacity, and
Dhe is the equivalent heated diameter suggested by Katto@18# for
handling asymmetrical heating situations.Dhe is defined as

Dhe5
43flow area

heated perimeter
. (4)

For a channel heated uniformly along its entire perimeter,Dhe
5Dh . For the present boundary condition,Dhe52Dh . The local
heat loss through the back surface of the channel isqback(x). The
modified Grashof number is defined as Gr* [bgr2Dhe

4 qw /m2k,
and the corresponding modified Rayleigh number is Ra*[Gr*Pr.

The fluid properties were evaluated atTm(x). The temperature
on the wetted side of the heated foil was estimated by a conduc-
tion analysis to be 0.06°C to 0.15°C higher than that measured by
the imaging system, depending on the operating heat flux. The
unwanted heat loss from the foil through the view glass was esti-
mated by a one-dimensional conduction analysis to be less than
0.4 percent of the heat input. This correction was made to the
values ofTw(x). Values forqback(x) were determined form a one-
dimensional heat loss analysis where the local fluid-to-surface re-
sistance, 1/h(x)back wall was approximated from Eqs. 2 and 3 with
qback set to zero. The maximum value ofqback/qw was approxi-
mately 10 percent for the 2 mm channel, but fell to about 3 per-
cent for the 1 mm and 0.5 mm channels due to inclusion of the
thermal resistance of the stainless steel shim used to narrow the
channel. Experimental uncertainties were calculated to first-order
~stochastic contributions only! using the method of Kline and Mc-
Clintock @19#. The typical single-sample relative uncertainty in
Nux was less than66.0 percent for theH52 mm channel,68.5
percent for theH51 mm channel, and612 percent for theH
50.5 mm channel. These are based on single-pixel uncertainties
of 61.9°C for Tw(x) and 60.01 ampere for the electric current
measurement. ForTw(x) near the upper limit of the active band,
the uncertainty in Nux increased; for example, for theH52 mm
channel it attained a maximum of approximately612 percent.
The uncertainty in Re was less than65 percent and in Gr* was
less than63.8 percent. The Nux data shown are based on data
averaged over a sample window that is 535 pixels centered on the
test surface centerline.

Fig. 3 Wall and bulk temperatures for Re Ä6.0Ã104, HÄ2 mm
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Temperature Measurements and Repeatability of Nux.
Table 1 shows a summary of the range of variables of the data
obtained for the three spacings of the channels. The data span both
laminar and turbulent flows. Typical axial distributions of wall
temperatures are shown in Fig. 3 forH52.0 mm, Re56.03105

and for four values ofqw . Example images for laminar flow in the
1.0 mm and 0.5 mm channels along with the associated tempera-
ture distributions are shown in Fig. 4. These data are essentially an
instantaneous ‘‘snapshot’’ of the temperature distribution because
the entire field is acquired in the framing time of the camera~1/30
s!, and no explicit temporal averaging is done. While the thermal
mass of the foil/TLC/glass assembly does apply some degree of
temporal filtering, fluctuations of substantially less than one sec-
ond duration are clearly visible in the videotaped sequences from
the experiments.

The image forH51.0 mm illustrates the effect of an incorrectly
balanced flow of chilled water through the passages in the edge of
the aluminum bar. While the color~and thus temperature!gradient
is reasonably perpendicular to the upper side of the image, a thin
red/orange wedge can be seen approaching the lower side at a
narrow angle. For this image, that side of the channel is over-
cooled, and the flow rate of chilled water to the frame passages in
that side should be reduced. In this case, the incursion of this
lateral gradient~associated with a temperature change of approxi-
mately 4°C!does not greatly affect the centerline temperature.
The image of theH50.5 mm illustrates properly balanced lateral
boundary conditions.

The wall temperatures shown in Figs. 3 and 4 are the result of
a spanwise-average across 36 pixels located along the center of a
single TLC image. Only those temperatures that fell into the ac-
tive range of the TLC can be measured. That range is indicated by

the horizontal lines drawn at 44.4°C and at 59.6°C in Fig. 3.
Dashed lines representing estimates of evolution ofTw(x) near
the inlet were placed on the graph to orient the reader. In Fig. 3,
the Tw(x) data were resampled to a coarser grid so that the data
point symbols would be legible; a sense of the true spatial density
of the data can be obtained from Fig. 4. The bulk fluid tempera-
ture, Tm(x) was calculated from Eq. 3. The remainder of the re-
sults are computed from temperature information of this type.
From inlet to exit,Tm(x) varies by 4°C so that the driving tem-
perature difference forqback(x) is no more than62°C.

Figure 5 compares the Nux for H52.0 mm, Re54.63104 at
seven different values ofqw . The data were obtained from differ-
ent image frames in the same run as the power to the test surface
was increased; and as such, are ‘‘snapshots’’ of the results of the
heat transfer coefficient distribution for eachqw . In order to make
the data point symbols visible, the data have been down-sampled
by a factor of five. The Nux should not be a function ofqw ;
therefore, the differences between the curves are representative of
moment-to-moment changes in the state of the system~such as
small changes in flow rate or inlet temperature! and any system-

Fig. 4 Examples of liquid crystal images and associated temperature measurements along the centerline of the
channel

Fig. 5 Local Nu x for simultaneously developing turbulent flow
for ReÄ4.6Ã 104, HÄ2 mm

Table 1 Range of experimental variables for convection ex-
periments
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atic errors in the data reduction. The variation in the fully devel-
oped value of Nux is representative of the uncertainty in Nux
determined by a root-sum-squares combination of the constituent
quantities.

Results for the Turbulent Regime

The Evolution of Nux in the Developing Region. The
streamwise evolution of Nux for three values of Re andH
52 mm at nearly the sameqw is plotted versusx/Dhe in Fig. 6.
For a magnitude reference, the theoretical solution for simulta-
neously developing turbulent flow inside a uniformly heated cir-
cular channel for a constant Pr of 4.14~Deissler@20#! is included.
For symmetric heatingDhe5Dh . Measurements of Nux are
shown from within oneDhe of the channel entrance. An appar-
ently linear decrease is observed in the vicinity of 3<x/Dhe<8
followed by the asymptotic approach to a fully developed value
that is 9–14 percent below the Deissler solution. If the thermal
development entry length,Lth , is defined asx/Dhe such that
Nux51.05Nufully developed, then Lth increases with Re, fromLth

'8 for Re53.03104, to '15 for Re56.03104. For the Deissler
solution, Lth'5Dhe ~with Dhe5Dh!, and changes less with in-
creasing Re.

Figure 7 compares the data for the developing Nux at Re54.6
3104 for a 2 mm spacing to data from Sparrow and Cur@7# for an
asymmetrically heated channel with an aspect ratio of 1:18 and an
effective Pr through a mass-transfer analogy of 2.5. The boundary

condition was an effectively uniform temperature on the ‘‘heated’’
wall, and adiabatic on the remaining surfaces. This comparison is
attractive because of the close match in Re, the similarity in
heated geometry, and both the differences in thermal boundary
condition ~uniform flux versus temperature! and in measurement
technique. To account for the Pr difference, the data are plotted as
NuxPrn, with n521/3. Typical values quoted forn in the fully
developed region are'0.33 and'0.40.

The present data compare well with the results of Sparrow and
Cur @7# downstream of the thermal development region. Disagree-
ment in the developing region is to be expected due to the differ-
ence in Pr, but the primary difference seen is due to the approxi-
mately linear region identified above. The fully developed values
differ little, certainly to within the estimate ofn. We speculate that
the linear-like portion of the Nux is caused by the geometry of the
inlet plenum chamber.

Fully Developed Turbulent Flow. The Nu data collected for
the fully developed turbulent flow region are plotted against Re in
Fig. 8. This data set includes data for all three channel spacings,
and is again displayed with spanwise-averaging, but without tem-
poral averaging. Values of Re span both laminar and turbulent
flow at inlet Pr from 4.0 to 4.4. The variation shown~typically 69
percent!at fixed Re is due to the issues discussed previously, plus
additional repeatability issues resulting from system rebuilds,
most particularly many different installations of the foil/TLC sub-
system for different channel spacings as well as replacements for
the same channel spacings due to operational mishaps.

Typical correlations for fully-developed heat transfer are of the
form Nu5C0 Re0.8Pr0.4. The classical Dittus-Boelter correlation
hasC050.023 and was obtained for a smooth, uniform-flux cir-
cular tube. Tan and Charters@6# reported that Nu for air in an
asymmetrically heated rectangular channel~aspect ratio51:3!
with adiabatic conditions on the unheated walls were about 20
percent lower than given by Dittus-Boelter. They suggested a cor-
relation for this geometry of the same form but withC050.018.
The present results show a trend with aspect ratio,a[H/W, such
that an excellent collapse is obtained forC050.02a0.1. In Fig. 8,
data from all three channel-spacings is shown along with the Tan
and Charters result. Data at laminar to transitional Re are shown
to illustrate the Nu levels obtained for laminar flow with various
amounts of mixed-convection augmentation as discussed later in
the paper.

Fig. 6 Local Nu x for three values of Re, HÄ2 mm

Fig. 7 Comparison of Nu x for simultaneously developing tur-
bulent flow in a rectangular channel, HÄ2 mm

Fig. 8 Nusselt numbers compared to the correlation of Tan
and Charters for fully developed turbulent flow
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Results for the Laminar Regime

Figure 9 presents Nux versus dimensionless axial distance,x* ,
for the data for all three spacings. Also shown is the solution of
Heaton et al.@12# for pure laminar forced convection for simulta-
neously developing flow in a flat duct with uniform heat flux at
one wall and the other wall insulated. The data for the 2 mm
channel have Gr* '108 and indicate an asymptotic value in the
fully developed region. The value is roughly three times higher
than the fully developed forced-convection value, and increases
with increasing Gr* . Also, the apparent onset of this deviation
occurs earlier with increasing Gr* . The data for the 1 mm channel
have Gr* '106 and are better predicted by Heaton’s result, but the
data approach an asymptotic value slightly higher than Heaton’s
curve. The data for 0.5 mm have Gr* '105 and are predicted quite
well by Heaton’s result. ForH52.0 and 1.0 mm, the decay of Nux
with axial distance (Lth) was foreshortened when compared to the
forced convection solution. These data support the trend to lower
Lth with increasing Gr* seen in the numerical solution of Aung
and Worku@15#.

The discussion of Fig. 9 does not directly reference Re or a
mixed-convection grouping such as Gr* /Re2. Instead, the flow
characterization given by Metais and Eckert@21# is applied. They
provided a criterion for determining the ranges of non-negligible
buoyancy effects in a vertical channel: mixed-convection flows
for which Nu deviates by more than 10 percent from the pure
forced or pure natural convection value. Figure 10 is a replica of
the figure taken from Metais and Eckert where the ratio,Dh /L, is
the hydraulic diameter to the channel length. Based on the mea-
sured values of Re and Ra* (Dh /L), the data forH52 mm clearly
fall into the range where buoyant forces drive a free-convection
turbulent flow field. The data forH51 mm fall into the range of
turbulent mixed-convection flows, and theH50.5 mm data fall in
the range of mixed-convection transitional flows. These flow field
characterizations supports the behavior seen in Fig. 9. It is inter-
esting to note that while most of the data are at Re,2000, the
presence of buoyancy forces drive flows that are classified as tran-
sitional to fully-turbulent. Real-time observations of the tempera-
ture patterns on the TLC surface reported in Chin et al.@22# at
laminar Reynolds numbers showed a transient ‘‘streakiness’’ remi-
niscent of dye streak visualizations of the sublayer of a turbulent
boundary layer. The classification of the flows from the 1 and
2 mm channels as buoyancy-driven turbulence explains this
observation.

Conclusions
For turbulent flow, values for the fully developed Nu agree well

with previous observations: they are approximately 10 percent
below predictions for a uniformly heated circular channel of the
same hydraulic diameter, and at matched Re, they agree well with
results from the sublimation experiment by Sparrow and Cur@7#.
In the developing region, the results were mixed. The behavior of
the apparatus produced an unexplained linear trend in the devel-
oping Nu in the range of 1<x/Dhe<8. This behavior is most
probably an entrance region effect stemming from the way in
which the fluid entered the channel from the inlet plenum. While
this is an interesting point, we do not claim any universality in this
observation. It is perhaps best thought of as a testament to the
difficulty of building channels of this dimension and to the capac-
ity of liquid crystal thermography to illuminate the details of their
performance.

For developed laminar flow in the 2 mm channel, the measured
Nu is up to three times greater than expected from pure forced
convection alone. This increase correlates with increasing buoyant
force as given by the Grashof number. The departure is much less
pronounced for the 1 mm channel, and the Nux for the 0.5 mm
channel agree with theory to within the measurement uncertainty.
These results indicate that mixed convection effects become pro-
nounced at laminar Re for Gr* .106. Furthermore, the flow char-
acterization provided by Metais and Eckert@21# works well for
these flows. Visual observations of streamwise temperature
streaks support a buoyancy-driven transition to turbulence at Re
typical of laminar flows.

For the range of channel spacings investigated in this study, no
evidence was found that the size of the spacing directly affected
the heat transfer in the channel. Instead, we find that care must be
taken to include the effects of buoyancy into the prediction of heat
transfer rate at laminar-range Re, even though the channel spacing
is small.

Liquid crystal thermography applied to this problem allowed
measurements on a highly resolved spatial grid and with uncer-
tainties in Nux of less than66.0 percent. The technique does not
create localized wall irregularities of the type that might be en-
countered with single-point devices. This advantage has a height-
ened importance given the present application to a thin channel.
The main issues in the implementation, as always, are the require-
ment of a uniform flux boundary, sufficient optical access, and the
selection of a proper active band such that the ‘‘thermal window’’
thus created is suitable to the problem at hand.

Fig. 9 Nusselt number evolution for HÄ2.0, 1.0, and 0.5 mm

Fig. 10 Replica of Metais’ figure showing the regimes for nar-
row channel data
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Nomenclature

a 5 aspect ratio,H/W, dimensionless
A 5 area, m2

Cp 5 specific heat, J/~kg°C!
Dh 5 hydraulic diameter, m

Dhe 5 equivalent heated diameter, m
g 5 gravitational acceleration, m/s2

Gr* 5 modified Grashof number,5bgr2Dhe
4 qw /m2k, di-

mensionless
h 5 heat transfer coefficient, W/~m2°C!
H 5 channel height, m
k 5 thermal conductivity, W/~m°C!
L 5 channel length, m

Lh 5 hydraulic entry length,[xdeveloped/Dh , dimensionless
Lth 5 thermal entry length,[xdeveloped/(Dh Re Pr) or

xdeveloped/Dhe , dimensionless
Nux 5 local Nusselt number,hxDh /k, dimensionless

Pr 5 Prandtl number,mcp /k, dimensionless
qw 5 wall heat flux, W/m2

qback 5 heat flux into the back wall of the channel, W/m2

Ra* 5 modified Rayleigh number, Ra*5Gr*Pr, dimension-
less

Re 5 Reynolds number,5ruDh /m, dimensionless
Tm 5 local bulk mean temperature of fluid, °C
Tw 5 local wall temperature, °C

u 5 velocity of fluid, m/s
W 5 test channel width~20 mm!
x 5 coordinate along the heated surface in axial direction,

m
x* 5 dimensionless distance along axial direction,

x/(Dhe Re Pr)
b 5 volumetric coefficient of thermal expansion, dimen-

sionless
m 5 dynamic viscosity, kg/~ms!
r 5 density, kg/m3
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Thermal Optimization of a
Circular-Sectored Finned Tube
Using a Porous Medium Approach
The present work investigates the heat transfer characteristics of a laminar fully devel-
oped forced convection in a circular-sectored finned tube with axially uniform heat flux
and peripherally uniform wall temperature. The tubes with circular-sectored fins are
modeled as a fluid-saturated porous medium. Using the Brinkman-extended Darcy model
for fluid flow and the two-equation model for heat transfer, the analytical solutions for
both velocity and temperature distributions are obtained and compared with the exact
solution for fluid flow and the numerical solutions for conjugate heat transfer in order to
validate the porous medium approach. The agreement between the solutions based on the
porous medium approach and the conventional method is close within 5.3 percent. Based
on the analytical solutions, parameters of engineering importance are identified to be the
angle of the circular sectora and the effective conductivity ratio C, and their effects on
fluid flow and heat transfer are studied. Also, the total thermal resistance is derived from
the analytical solutions and minimized in order to optimize the thermal performance of a
tube with circular-sectored fins.@DOI: 10.1115/1.1495517#

Keywords: Forced Convection, Heat Transfer, Porous Media, Tubes

Introduction
In order to enhance the rate of heat transfer, finned surfaces

have been applied to cooling devices for electronic equipment and
compact heat exchangers for many years@1,2#. The apparent ad-
vantage of fins is that they increase the heat transfer rate by pro-
viding additional surface area. However, fins placed in a tube
make flow pattern complex and increase frictional resistance. As
the number or the height of fins increases, flow friction increases
and higher pumping power is required to supply the same rate of
mass flow. Therefore, to design a compact heat exchanger with
internally finned tubes, we should optimize the fin geometry, ac-
counting for both fluid friction and heat transfer.

Many researchers have studied fully developed forced convec-
tion in internally finned tubes both numerically and experimen-
tally @3–5#. Recently, for instance, Fabbri@6# proposed a polyno-
mial lateral profile of the fins and optimized the geometry in the
finned tube in order to make the heat transfer rate per unit of tube
length as high as possible for a given weight and for a given
hydraulic resistance. However, there are numerous parameters
which affect the thermal performance of internally finned tubes
such as radius, length, material of the tube, thermal properties of
coolant, height, thickness, the number of fins, and so on. As a
consequence, efforts in the previous numerical and experimental
studies have involved tedious numerical calculations or extensive
experiments in order to evaluate the effects of parameters on the
thermal performance of finned tubes@7–10#.

On the contrary, if analytic solutions can be obtained, the opti-
mization of thermal performance and evaluation of parameters can
be accomplished with ease. There are only a few works which
present the analytical solutions for finned tubes. Shah and London
@11# provided the analytical solutions for both axial velocity and
temperature distributions in circular-sectored ducts for the case of
an axially uniform heat input and a circumferentially uniform wall
temperature at any cross section. When the wall heat flux was
constant at any cross section, Hu and Chang@12# provided the
Nusselt number of internally finned tubes with zero fin thickness

analytically. Soliman and Feingold@13# investigated theoretically
the fully developed laminar flow in internally finned tubes with fin
shapes approximating real fin configurations as closely as pos-
sible. However, none of these investigators did either consider the
conduction through the fins with an assumption that the tempera-
ture of the fin surface is constant, or present the optimal geometry
of the fins based on the flow friction and heat transfer character-
istics.

Due to the complex geometry of the finned tube and the conju-
gated heat transfer between the fluid and the fins, the conventional
energy equation cannot be solved analytically. A so-called porous
medium approach has been opted for modeling the fluid flow and
heat transfer through a channel with a heat transfer augmentation
device. Koh and Colony@14# modeled the microstructure as a
porous medium. Later Tien and Kuo@15#, and Kim and Kim
@16,17#extended their work in order to analyze the heat transfer
phenomenon in a microchannel heat sink. Using the porous me-
dium approach, they evaluated the effects of geometric parameters
and physical properties without tedious numerical computations.
Similarly, Srinivasan et al.@18# studied fluid flow and heat trans-
fer through spirally fluted tubes using a porous substrate approach.
The model divided the flow domain into two regions, the flute
region and the core region, with the flutes being modeled as a
porous substrate.

In the present paper, heat transfer characteristics in the circular-
sectored finned tube are studied using the porous medium ap-
proach. When the circular-sectored finned tube is modeled as a
porous medium, analytical solutions for both velocity and tem-
perature profiles within it can be obtained. The analytical solu-
tions are based on the modified Darcy model for fluid flow and the
two-equation model for heat transfer. To validate the porous me-
dium model of the finned tube and the analytical solutions based
on that model, the conjugate heat transfer problem is also solved
numerically and the numerical results are compared with the ana-
lytical solutions. By using the analytical solutions, important vari-
ables in the engineering field are identified and their effects on
fluid flow and heat transfer are studied. Finally, the analytical
results made possible by the use of the porous medium model are
applied to the thermal optimization of the finned tube. The total
thermal resistance derived from the analytical solutions is mini-
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mized in order to optimize the thermal performance of finned
tube. The point of this example is to demonstrate the cost and
speed advantage of the new analytical solutions compared to more
time consuming numerical procedures when used in design appli-
cations.

Mathematical Formulation and Theoretical Solutions
The problem under consideration in this paper is forced con-

vective flow through a finned tube as shown in Fig. 1~a!. The
direction of fluid flow is parallel to the tube axis. The tube wall is
uniformly heated and a coolant passes between the fins attached to
the inside surface of the tube wall. In analyzing the problem, the
flow is assumed to be steady, laminar, and both hydrodynamically
and thermally fully developed. In addition, all thermo-physical
properties are assumed to be constant.

The circular-sectored finned tube is modeled as a porous me-
dium as shown in Fig. 1~b!. The present analysis is based on the
volume-averaging technique to establish the governing equations
for the velocity and temperature fields in the finned tube. For the
present system, the representative elementary volume for the
volume-averaging can be visualized as a~dotted!ring aligned per-
pendicularly to the flow direction as shown in Fig. 1~a!. The
volume-averaging in the present analysis is equivalent to averag-
ing in thew direction because the geometry under consideration is
uniform in the flow direction. The volume averaging technique is
applied to the solid portion and the fluid portion, respectively, as
follows:

^f&s5
1

Vs
E

Vs

fdV (1)

^f& f5
1

Vf
E

Vf

fdV (2)

wheref is a physical parameter,V is the averaging volume, and
^ & f and ^ &s denote a volume-averaged value over the fluid re-
gion and the solid region, respectively.

To analyze fluid flow and heat transfer, the volume-averaged
momentum equation and volume-averaged energy equations for
the solid and fluid phases are obtained and solved. As the volume-
averaged momentum equation for the present system, the
Brinkman-extended Darcy equation as proposed by Vafai and Tien
@19# is used

1

r

d

dr S rm f

d^u& f

dr D2
«m f

K
^u& f5

d^p& f

dx
(3)

wherep, m, u, «, K, andr are pressure, viscosity, velocity, poros-
ity, permeability, and radial coordinate, respectively. This modi-
fied Darcy equation, which was developed to describe fluid flow

in a porous medium, is used in place of the Darcy equation in
order to account for the boundary effect. Due to the high solid-to-
fluid conductivity ratio, the temperature difference between the
solid and the fluid may not be small. Therefore, the two-equation
model, which treats the solid and the fluid as separate entities, is
used in the present analysis. The volume-averaged energy equa-
tions for the solid and fluid phase are expressed as

1

r

d

dr S r ~12«!ks

d^T&s

dr D5hla~^T&s2^T& f ! (4)

«r fcf^u& f

d^T& f

dx
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1

r

d

dr S r«kf

d^T& f

dr D (5)

where hl , a, r f , and cf are the local heat transfer coefficient,
wetted area per volume, density, and heat capacity, respectively.
The boundary conditions necessary to complete the problem for-
mulation are

^u& f50, ^T&s5^T& f5Tw at r 5r 0 (6)

d^u& f

dr
50,

d^T& f

dr
5

d^T&s

dr
50 at r 50 (7)

Now Eqs.~3!–~5! and B.C.s~6!–~7! can be nondimensionalized
using the following dimensionless variables;
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^u& f

um
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For the fully developed flow subject to a constant heat flux,
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dx
5

d^T&s

dx
5

dTw

dx
5constant, (10)

and from the energy balance,
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2
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The dimensionless governing equations and boundary conditions
are expressed as follows:

1
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d

dh S h
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Fig. 1 Schematic view of the configurations of interest: „a… a tube with
circular-sectored fins; „b… equivalent porous medium.
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wherehl* 5hlar252rhl /(a1b).
The analytical solution to the momentum Eq.~12! with B.C.s

~15! and ~16! can be obtained as

U52S 112ADa

122ADa
D ~h22h1/ADa! (17)

where the dimensionless pressure drop is determined by the rela-
tion *0

1Uhdh51/2. Energy Eqs.~13! and ~14! with B.C.s ~15!
and ~16! can be solved by the following method:
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wherel5hl* (1/(12«)ks11/«kf).
After some algebraic manipulation, analytical solutions for the

dimensionless temperature profiles of the fluid and solid phases
are obtained as follows:
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Results and Discussion

1 Velocity and Temperature Distributions. In order to ob-
tain the velocity and temperature distributions from Eqs.~3!;~5!,
the permeabilityK and the local heat transfer coefficienthl need
to be determined. These parameters are related to the shear stress
and the heat transfer rate at the solid/fluid interface along the fin.
With any of volume-averaging techniques, we lose some informa-
tion @20#: in the present case, the dependence of the velocity and
temperature distributions in the circumferential direction. In po-
rous medium studies, we typically replace the lost information
with an empirical data forK andhl . For the present configuration,
however, these parameters can be determined analytically through
an approximation. For this we assume that the pressure drop and
heat transfer characteristics of the circular sector under consider-

ation can be approximated as those found for the Poiseuille flow
between two semi-infinite plates that meet with an angle ofa and
are subject to a constant heat flux. For small values ofa an order
of magnitude analysis shows that the diffusion of momentum and
energy in the radial direction is negligible compared to that in the
circumferential direction. Then the velocity and temperature dis-
tributions are obtained easily as

u5
r 2
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dx S w22
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4 D (22)
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a4 16
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5
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From this velocity distribution, the relation between the pressure
drop in the flow direction and the mean velocity can be calculated.
After comparing this relation with the Darcy equation, the perme-
ability is obtained as follows:

K5
«r 2a2

12
(24)

Similarly, the local heat transfer coefficient is determined as fol-
lows:
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2
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5

5kf

ra
(25)

With these approximated values ofK and hl , the analytical
solutions based on the porous medium approach are compared
with the corresponding velocity and temperature distributions for
the conjugate heat transfer problem comprising both the solid fin
and the fluid. The formulation and the numerical method for the
conjugate heat transfer problem are very similar to those in Patan-
kar @21# and are not repeated here for the sake of brevity. Only the
conventional energy equation is solved numerically because a
closed-form solution exists for the fully-developed flow in the
circular sector in the form of@11#

U52

h2~a2tana!1
32a3

p4 (n51,3...h
np/a

1

n2S n1
2a

p D S n2
2a

p D
~a2tana!1

128a4

p5 (n51,3...

1

n2S n1
2a

p D 2S n2
2a

p D
(26)

Note that the velocity distribution given in Eq.~26! is the result of
volume-averaging in thew direction so that it may be compared
with Eq. ~17!, which is the analytical solution of the present study.
In Fig. 2, Eq.~17! is compared with the velocity profile of Eq.
~26! for a545 deg. Similarly, in Fig. 3, Eqs.~20! and ~21! are
compared with the corresponding volume-averaged temperature
distributions from the numerical solutions fora545 deg andC
50.01. As depicted in these figures, the analytical solutions based
on the porous medium approach are found to be in close agree-
ment with the corresponding results for the velocity and tempera-
ture profiles base on the conventional approach. In the range of 0
deg <a<45 deg, the error between the two results is shown to
increase with the angle of the circular sectora with a maximum
error of 5.3 percent ata545 deg. This excellent agreement con-
firms that the permeability and local heat transfer coefficient are
chosen appropriately enough to recover the lost information in
averaging.

It is in order to determine when the porous medium model is
applicable to the thermal analysis of the circular-sectored finned
tube. For this purpose the Darcy number based on Eq.~24!and the
local Nusselt number based on Eq.~25! are compared with that
from the exact solution for fluid flow and that from the numerical
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solution, respectively. In Fig. 4, the Darcy number based on Eq.
~24! and the local Nusselt number based on Eq.~25! are shown to
be in close agreement with exact results. Hence the porous me-
dium approach introduced in the present paper is valid fora,45
deg with a maximum error less than 5 percent.

It goes without saying that these analytical solutions from the
porous medium model are helpful in identifying and studying the
effects of variables of engineering importance. Thus, the exten-
sion to more practical research, such as optimization of the finned
tube, is possible without tedious numerical computations. The
analytical solutions, Eqs.~20! and~21!, show that the dimension-
less temperatures,u f andus , are functions ofa andC, sincel is

expressed in terms ofa andC. Figure 5 shows the effect ofa ~or
Da! on the dimensionless velocity profiles. As shown in this fig-
ure, a decrease ofa reduces the boundary effect on the velocity
distribution and moves the position of the maximum velocity to-
ward the tube wall. Also, the temperature difference between the
fin and the fluid decreases with decreasinga because both the heat
transfer coefficient and the wetted area per unit volume increase,
as shown in Fig. 6. The influence of C on the fluid and solid
temperatures is shown in Fig. 7. The solid temperature distribu-
tions are relatively insensitive toa andC. The solid temperature
steadily drops from the tube wall temperature and exhibits a mini-
mum at the center of the finned tube. In contrast, the fluid tem-
perature distributions depend strongly ona andC. The fluid tem-
perature decreases from its maximum at the tube wall to a

Fig. 2 Comparison of the velocity profile obtained from the
porous medium approach with the exact solution

Fig. 3 Comparison of temperature profiles obtained from the
porous medium approach with numerical solutions

Fig. 4 Comparison of the approximated Da and Nu l with the
exact results

Fig. 5 Effect of a on velocity profiles

Fig. 6 Effect of a on temperature profiles

Fig. 7 Effect of C on temperature profiles
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minimum at the position of the maximum velocity. It then in-
creases to the centerline, but remains smaller than the fin tempera-
ture.

2 The Overall Nusselt Number. It is important in thermal
design to enhance the heat transfer rate between the heated wall
and the fluid, i.e., the convection heat transfer rate from the tube
wall. As a measure of the convection heat transfer rate, the overall
Nusselt number is typically used and defined as

Nuo5
hoDh

kf
5

qw9

Tw2Tf ,m

Dh

kf
(27)

whereTf ,m is the bulk mean temperature and expressed by aver-
aging the product of the velocity and temperature distributions
over the cross-sectional area,Ac :

Tf ,m5
1

umAc
E

Ac

ufTfdA (28)

Since we adopted the porous medium approach, the velocity and
temperature distributions in thew direction are not available. In-
stead we have obtained averaged velocity and temperature profiles
by applying the local volume-averaging technique. In previous
works, the bulk mean temperature has been calculated using
volume-averaged values in a fashion similar to as Eq.~28!:

^T& f ,m5
1

umAc
E

Ac

^u& f^T& fdA (29)

However, there may be an error in calculating the overall Nusselt
number with the bulk mean temperature of Eq.~29!. The bulk
mean temperature of Eq.~29! is generally different from the bulk
mean temperature of Eq.~28!: Eq.~28! and Eq.~29! are same only
when eitheruf or Tf is independent of the volume-averaging di-
rection, w. Therefore, proper correction should be made if we
calculate the overall Nusselt number based on the bulk mean tem-
perature of Eq.~29!. To obtain a general method of correction for
Eq. ~29!, we consider a certain volume filled with solid and fluid
phases. Inside this volume,uf andTf can be decomposed into two
terms: volume-averaged value and spatial variation as follows:

uf5^u& f1ũf (30)

Tf5^T& f1T̃f (31)

where^ & f is designated as the mean value and; is the variation
from the mean value. By substituting Eqs.~30! and ~31! into Eq.
~28!, a relation between Eq.~28! and Eq.~29! is expressed as

Tf ,m5^T& f ,m1
1

umAc
E

Ac

ũf T̃fdA (32)

As shown in Eqs.~32!, ~28! and~29! differ by the second term on
the right-hand side. To evaluate this term, we shall assume that the
fluid flow and heat transfer characteristics in a pore are similar to
those in a capillary tube. The flow is assumed to be fully-
developed and laminar, and the tube wall subjected to a constant
heat flux. Under these assumptions, spatial variations of the ve-
locity and temperature profiles are obtained as follows:

ũf52umS 124
r 2

dp
2D 2um (33)

T̃f52
q9dp

kf
S 0.20822

r 2

dp
2 12

r 4

dp
4D (34)

whereq9, kf , anddp are heat flux at the pore wall, conductivity
of the fluid and pore diameter, respectively. Inserting Eqs.~33!
and~34! into Eq.~32! and performing the integration over a single
pore results in

Tf ,m5^T& f ,m20.0625
q9

kf
dp (35)

Now, we apply this correction method to the problem of a
circular-sectored finned tube. In a tube with noncircular cross sec-
tions, this correction method can still be applied by using the
hydraulic diameter in place of the pore diameter. Thus we calcu-
late the bulk mean temperature by substituting the hydraulic di-
ameter of a circular sector fordp in Eq. ~35!. In order to validate
this correction method, we compare the overall Nusselt number
based on Eq.~35! with those obtained for a special case where
analytical solutions for the Nusselt numbers are available. In the
limiting case whenC approaches 0, the temperature of a fin be-
comes identical to the tube wall temperature. For this case, a
closed-form solution for the temperature profile is presented in
@22#. Figure 8 shows the overall Nusselt numbers based on Eq.
~29!, the overall Nusselt numbers based on Eq.~35!, and those
from the exact solution in@22#. Note that the overall Nusselt num-
bers based on Eq.~29! are about 18 percent larger than exact
values, while the Nusselt number based on Eq.~35! agrees with
the exact solution within 5 percent. Hence, it is evident that the
correction method proposed here significantly reduces the error in
evaluating the overall Nusselt number. Therefore, we calculate the
overall Nusselt number usingTf ,m of Eq. ~35!, for thermal opti-
mization of the circular-sectored finned tube, which will be pre-
sented in the next section.

Furthermore, we shall now show that the analytical solutions
based on the porous medium approach are appropriate in predict-
ing the thermal performance of the finned tube by examining two
limiting values of Nuo : Da→` and Da→0. In these cases, be-
causeuf or Tf is independent ofw, Nuo can be determined from
Eq. ~27! together with Eq.~28! or Eq. ~29!. For the first case, as
Da approaches infinity, it can be easily shown that

lim
Da→`

Nuo54.364, (36)

which is identical to the Nusselt number for a fully-developed
convective flow through a plain circular tube with uniform heat
flux on the tube wall. The condition of Da→` is an imaginary
case, which corresponds to the case where the angle between the
two fins goes to infinity. In order to explain the limiting behaviors
of the Nusselt number asa→` we may imagine a case wherea
5np wheren.2. In this case the velocity and temperature pro-
files are a multivalued function on a so-calledRiemannsurface
@23#. It is a sequence of superimposed planes cut and joined along
the branch cuts in such a way that, if a point starts on a given
plane, moves around a branch point, and approaches its original
position after such a circuit, it moves across a cut from the initial
plane onto another superposed plane corresponding to a second

Fig. 8 Comparison of overall Nusselt number obtained from
the porous medium approach with those presented by Sparrow
and Haji-Sheikh
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branch of the function. Asa→`, an infinite number of such
planes would be required, and the resultant configuration would
resemble an endless helicoidal surface. In this case, the effect of
zero-thickness fins separated by an anglea5np asn→` is neg-
ligible and the fluid flow approaches the internal flow in a circular
tube with no fins. This is why the Nusselt number approaches
4.364 as Da→`, which is identical to the Nusselt number for a
fully developed convective flow through a plain circular tube with
uniform heat flux on the tube wall.

On the other hand, as Da approaches 0~or a→0!, it can be
shown that

lim
Da→0

Nuo5
16~11C!

C
(37)

The second limiting case of Da→0 ~a→0! does not mean that the
circular tube is filled with fins only. Asa→0, the angle between
the fins gets very small and the radius becomes very large in order
to maintain a flow under a fixed pressure drop. This makes the
flow similar to that between semi-infinite plates separated with a
very small angle. Then the boundary effect of a tube wall and the
temperature difference between the fin and the solid phases are
negligible. Hence it is not surprising to see that the Nusselt num-
ber given in Eq.~37! matches with the Nusselt number when the
flow is assumed to be Darcian and the fluid is in local thermal
equilibrium with the solid.

In order to show influences of Da andC on the thermal perfor-
mance of the tube more clearly, the contour map of the overall
Nusselt number with respect to Da andC is presented in Fig. 9.
The overall Nusselt numbers are calculated with the corrected
bulk mean temperature. In this figure, Nu increases as either Da or
C decreases, which results from the increase in the local heat
transfer coefficient or the decrease in the thermal resistance
through the fin. More importantly, Nu is shown in Fig. 9 to ap-
proach an asymptotic value either as Da decreases whileC is held
constant or asC decreases while Da is held constant. The former
is because the fins lose their efficiency as their length increases
over a certain value, and the latter is because the ratio of the
conduction resistance through the fins to the convection resistance
gets smaller. This implies that there is a practical limit in the
values of the Darcy number and the effective thermal conductivity
ratio below which the heat transfer performance of the finned tube
decreases.

Optimization of Thermal Performance
To optimize the thermal performance of the finned tube, the

total thermal resistance should be minimized. The thermal resis-
tance is the temperature difference of the two points of concern
per unit heat flux. Minimizing the thermal resistance for the con-
dition of constant wall heat flux means minimizing the tempera-
ture difference between the tube wall temperature at the exit and

the coolant temperature at the inlet. The latter is a fixed value
because a coolant at a normal temperature is continuously pro-
vided at the inlet during operation. Therefore, the minimization of
the total thermal resistance can be realized by minimizing the tube
wall temperature at the exit. The total thermal resistance is the
sum of the thermal resistance for the flow of the coolant and that
for the conduction through and convection between the fins.

Rtotal5Rflow1Rfin (38)

The thermal resistance for the flow of the coolant is responsible
for the temperature rise of the coolant from the inlet to the exit.
From the energy balance this resistance can be expressed as:

Rflow5
1

r fcfQ
5

m fL

r fcfDp

2S 21
1

ADa
D 2

«pr o
4 (39)

whereQ, L, andDp are volume flow rate, length of the tube and
pressure difference between upstream and downstream, respec-
tively. From the definition of the bulk mean temperature the ther-
mal resistance for conduction through and convection between the
fins can be represented by

Rfin5
1

hf sAf s
5

Tw2Tf ,m

qwL~2pr o!
(40)

wherehf s andAf s are the heat transfer coefficient between the fin
and the fluid based on the bulk mean temperature and interfacial
area between the fin and the fluid, respectively. BecauseRfin in-
cludes the bulk mean temperature, the results are corrected as
pointed out in the previous section.

In order to minimize the total thermal resistance, physical prop-
erties of the fluid, length and radius of the tube, and pressure drop
are assumed to be given. Also, the maximum pressure difference
across the tube is given a practical value. With these assumptions,
Eqs.~39! and~40! show that the total thermal resistance is now a
function of« and Da. Because Da5a2/12 and the fins are equally
distributed, we can find the optimum values of the number of fins
and« which minimize the total thermal resistance.

To demonstrate the cost and speed advantage of the new ana-
lytical solutions in optimizing the thermal performance of the
circular-sectored finned tube, the thermal resistance of the finned
tube is minimized in the following example case using the ana-
lytical solutions obtained from the porous medium model. The
thermophysical and geometric details of the finned tube, for ex-
ample, are listed as follows. The working fluid is water, the ma-
terial of fins is aluminum, the length and radius of the tube are 2
m and 0.1 m, respectively; the pressure drop is 1 kPa. The thermal
resistance for the flow of coolant is shown in Fig. 10, with respect
to the porosity and the number of fins. It is clear that the thermal
resistance for fluid flow increases as either the porosity decreases
or the number of fins increases, due to reduction of flow rate

Fig. 9 Contour map of the overall Nusselt number Fig. 10 Contour map of Rflow „°CÕW…
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through the tube. On the other hand, the trend of the thermal
resistance through the fins is quite opposite to that for fluid flow as
shown in Fig. 11. This plot shows that the thermal resistance
through the fins decreases as either the porosity decreases or the
number of the fins increases, since the local heat transfer coeffi-
cient between the fin and the fluid increases. Consequently, the
opposing behavior of the two thermal resistances illustrates that
the minimum of the total thermal resistance, which is the sum of
the two thermal resistances, occurs as is shown in Fig. 12. The
minimum value of the thermal resistance for the current example
is 0.0229°C/W, when« is 0.9 and the number of the fins is 41.
One may think that the optimum value of the total thermal resis-
tance is obtained when the porosity is 1, which is a tube with
zero-thickness fins. The reason the thermal resistance has a mini-
mum value when« is smaller than 1 can be explained as follows:
the smaller the thickness of the fin becomes~or as «→1!, the
larger the conduction resistance through the fins becomes. This
steep increase in the thermal resistance through the fins, as shown
in Fig. 11, overshadows the decrease in the thermal resistance of
fluid flow.

Conclusion
In the present paper, heat transfer characteristics in a tube with

circular-sectored fins are studied by modeling the finned tube as a
porous medium under a steady laminar forced convection condi-
tion. Analytical solutions of both the velocity and the temperature
distributions are obtained and validated by comparing these with
the exact solution for velocity distributions and the numerical so-
lutions for temperature profiles. The analytical solutions made
possible by the use of the porous medium model are shown to
predict the volume-averaged velocity and temperature distribu-

tions in the circular-sectored finned tube quite well. The angle of
the circular sectora and the effective thermal conductivity ratioC
are revealed as parameters which affect the thermal performance
of the finned tube. As eithera decreases orC increases, the fluid
temperature approaches the solid temperature. In addition, as ei-
ther a or C decreases, the overall Nusselt number of the finned
tube is shown to increase to an asymptotic value.

In order to optimize the thermal performance of the tube with
circular-sectored fins, the total thermal resistance of the finned
tube is expressed as the sum of the resistance for fluid flow and
that for the conduction through and convection between the fins.
Based on analytical solutions, the total thermal resistance is found
to be a function of the porosity and the number of fins when
working fluid, material of the fins, length, radius of the tube, and
pressure drop are given. The thermal resistance for fluid flow in-
creases while the resistance for conduction through and convec-
tion between the fins decreases, as either the porosity decreases or
the number of fins increases. This opposing behavior suggests that
there exists an optimum value for the total thermal resistance.

In the present paper, the thermal performance of a tube with
circular-sectored fins is shown to be optimized with ease by mod-
eling the finned tubes as a fluid-saturated porous medium. The
porous medium approach used here could be utilized in analyzing
and optimizing the thermal performance of compact heat exchang-
ers with complex geometry and various heat sinks used for cool-
ing electronic devices.
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Nomenclature

Ac 5 cross-sectional area@m2#
a 5 wetted area per volume@m21#
C 5 effective thermal conductivity ratio,«kf /(12«)ks
cf 5 heat capacity of the fluid@J kg21 K21#

Da 5 Darcy number,a2/12
Dh 5 hydraulic diameter@m#
hl 5 local heat transfer coefficient@W m22 K21#
ho 5 overall heat transfer coefficient@W m22 K21#
K 5 permeability,«r 2a2/12@m2#
k 5 thermal conductivity@W m21 K21#
L 5 length of the tube@m#

Nul 5 local Nusselt number
Nuo 5 overall Nusselt number

P 5 dimensionless pressure
p 5 pressure@N m22#
Q 5 volume flow rate

qw9 5 wall heat flux
R 5 thermal resistance@°C/W#
r o 5 radius of the tube@m#
T 5 temperature@K#

T̃ 5 spatial deviation of temperature
Tf ,m 5 bulk mean temperature, defined in Eq.~28!

^T& f ,m 5 bulk mean temperature, defined in Eq.~29!
U 5 dimensionless velocity
u 5 velocity @m/s#
ũ 5 spatial deviation of velocity

Vf 5 averaging volume
x 5 axial coordinate

^ & 5 volume averaged value

Greek symbols

a 5 angle of the circular sector@rad#
b 5 angle of the fin@rad#
« 5 porosity,a/~a1b!
l 5 dimensionless local heat transfer coefficient

Fig. 11 Contour map of Rfin „°CÕW…

Fig. 12 Contour map of Rtotal „°CÕW…
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w 5 angular coordinate
h 5 dimensionless length,r /r 0

m f 5 viscosity @kg m21 s21#
r f 5 density of the fluid@kg m23#
u 5 dimensionless temperature

Subscript

f 5 fluid
l 5 local

m 5 mean value
o 5 overall
s 5 solid

w 5 wall
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Measurement of the Heat Transfer
Coefficient for Mercury Flowing in
a Narrow Channel
The heat transfer coefficient is inferred from measurements for mercury flowing in a
channel of cross-section 2 mm340 mm with flow velocities from 1 m/s to 4 m/s and heat
fluxes from 192 kW/m2 to 1.14 MW/m2. Mercury bulk temperatures vary from 67°C to
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Introduction
Mercury and other liquid metals offer high saturation tempera-

tures relative to water at similar pressures. Liquid metals also
provide higher heat transfer coefficients than water when compa-
rable volumetric flow rates are considered. Therefore, mercury
and other liquid metals are preferred heat transfer fluids for some
applications. Some previous heat transfer studies noted degraded
heat transfer with liquid metals attributed to incomplete wetting at
the interface between the fluid and pressure boundary@1–3#. This
concern along with generally wide scatter in the data in the litera-
ture motivated this study, which supported design of a liquid mer-
cury target for a high energy proton beam@4–7#. A review of
liquid metal heat transfer experiments was performed, and these
data are presented herein as open literature data@8–20#. Much of
these data were motivated by cooling applications in nuclear re-
actors. One previous heat transfer experiment was found employ-
ing mercury in narrow channels@8#.

Several different techniques have been used in prior studies to
infer the heat transfer coefficient for liquid metals flowing inside
tubes. These techniques were reviewed to ascertain the most ef-
fective method for accurately inferring the heat transfer coefficient
for a liquid metal flowing in a narrow channel. A common tech-
nique uses fluid flow in an annulus surrounding the tube to pro-
vide heating or cooling. In some cases, the fluid outside the tube is
the same as the fluid inside the tube@9,10#. Wall temperature
measurements are sometimes provided but uncertainties associ-
ated with position and bias due to the thermal balance on the
measurement device make them of little use. Therefore, these ex-
periments require that a model for the heat transfer coefficient in
the annulus be used before the heat transfer in the tube can be
inferred. Other experiments used forced convection of water, or
condensation of water on the outside of the tube@11#. The infer-
ence of heat transfer coefficient inside the tube still requires use of
a model for the heat transfer in the annulus. However, in most
cases these models are better validated than those for annular flow
of the liquid metal.

Direct electrical heating of the tube is employed for some data
@12#. The liquid metal also conducts electricity and this compli-
cates the energy balance for these experiments. In one case the
exterior of the stainless steel tube is coated with copper to bias the
electrical current distribution to the high electrical conductivity
material@13#. This approach also allows the thermocouples placed
on the outside of the tube to be embedded in a high thermal
conductivity material, which lowers measurement uncertainty as-
sociated with the thermocouple placement.

Indirect electrical heating is also employed in some experi-
ments@14–19#. Copper clad tubes are used for some data to fa-
cilitate thermal transport between the heaters and the tube, and to
spread the heater energy uniformly over the tube surface. Thermo-
couples were embedded in the copper cladding where the tem-
perature gradient is modest, which minimizes measurement uncer-
tainty associated with the thermocouple placement.

There is one experiment where two narrow rectangular chan-
nels separated by a common wall are used to investigate the heat
transfer coefficient in mercury@8#. The mercury in one channel
absorbs the energy transferred from the other channel and the heat
transfer coefficient for flow in a narrow channel is inferred from
an energy balance on the two fluid flows. Problems in the design
of the test section and continuous difficulty with contaminat-
ion on the heat transfer surface make the quality of these data
questionable.

The data from the investigations in the literature@8–19# were
originally used to infer heat transfer coefficient using inconsistent
assumptions, models, and thermo-physical property sets. These
data were reviewed and presented in a consistent framework by
Lubarsky and Kaufman@20#. The heat transfer data from the lit-
erature presented later in this paper use the methods from Lubar-
ski and Kaufman and the combined data vary greatly about the
mean value.

The experiment presented herein was designed to provide ac-
curate heat transfer data for mercury flowing in narrow channels.
The channel examined is heated indirectly, and the heater is sepa-
rated from the channel by a layer of copper to spread the heater
energy. The thermocouples that measure the wall temperature are
positioned in the copper where the temperature gradients are mod-
est. This approach appears to have produced data of good quality
in tests involving tube flows.
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Data presented herein are collected from an electrically-heated
straight test section with flow cross-section 2 by 40 mm. An un-
heated flow development length of 0.2 meters precedes the heated
length of 0.2 meters. Flow velocities from 0.5 to 4.0 m/s were
examined, and the heat flux ranged from 192 kW/m2 to 1.14
MW/m2. The fluid bulk temperature ranged from 67 to 143°C.
Heat transfer coefficients inferred from this data lie within the
open literature data taken in tubes. The data presented here extend
previous measurements by testing heat flux values well above
those of other tests with liquid metals.

The Experimental Facility
A thermal-fluid test facility was designed and constructed at the

Oak Ridge National Laboratory to study the heat transfer charac-
teristics of mercury flowing through a narrow rectangular channel.
An electromagnetic circulating pump is used and is capable of
providing 6 kg/s of mercury flow at a pump differential pressure
of 0.25 MPa. The annular flow, linear induction pump was fabri-
cated by the University of Latvia, Institute of Physics, and is
equipped with proportional flow rate control. Primary circuit tub-
ing is 316 stainless steel with a 31.8 mm inside diameter and 2.77
mm wall thickness. The facility has a design pressure of 1 MPa at
150°C. All of the tubing is inclined to allow mercury to drain into
a storage tank. The circuit design includes a bypass around the test
section that allows calibration of an electromagnetic flowmeter
using a venturi meter. Two hand control valves, one located down-
stream of the test section and the other in the bypass leg, are used
to control the flow between the test section and the bypass. A 152
mm 316 stainless steel API KETEMA heat exchanger with mer-
cury flowing on the shell side, and water flowing on the tube side
is used to remove pump power and the power added by the test
section heaters. A 50 L storage tank located beneath the facility
holds the mercury. Mercury used for these experiments is triple
distilled and was sampled following addition to the facility to
ensure that contaminants were not present.

The system is filled by applying helium overpressure to the
mercury in the storage tank. A dip tube, internal to the tank, al-
lows mercury to fill the circuit from bottom to top. Pressure is
maintained by the helium overpressure. This design allows all
mercury to drain into the storage tank if the system must be shut
down quickly. A vent tank is attached at the highest elevation in
the circuit, the top of the heat exchanger. The vent tank is de-
signed to provide a mercury/helium interface that allows gas
trapped to escape. The facility is enclosed by a Plexiglas splash-
guard, and a stainless steel catch pan is located beneath the facility
to capture mercury leaks. An elevation drawing of the system is
shown in Fig. 1. The entire facility is enclosed in a negative pres-
sure room and vented from the building via a stack fan.

Instrumentation and Controls. Two flow measurement de-
vices are used in the loop. A Venturi meter is located in the bypass
leg of the loop, and an electromagnetic~EM! flowmeter is placed
before the flow split. By shutting off flow to the test section, the
EM flowmeter can be calibrated with the Venturi meter. This con-
figuration also allows flow to be measured in the test section when
the bypass is used. The range of the EM flowmeter is 0.06–0.5
L/s of mercury flow, while the Venturi meter has a range of 0.0-
0.5 L/s.

Pump suction pressure, pump differential pressure, test section
inlet pressure, test section outlet pressure, test section differential
pressure, Venturi differential pressure, storage tank pressure, and
vent tank pressure are measured on the mercury side of the facil-
ity. The heat exchanger outlet pressure is measured on the water
side of the facility.

Liquid mercury temperatures are measured at the pump outlet,
and the test section inlet and outlet using resistance temperature
detectors. Pump inlet temperature is measured using a chromel-
alumel thermocouple~type K!.

Automatic controls are used to maintain mercury level and
pressure during operation. Test section inlet temperature is con-
trolled by altering the secondary side water flow rate, and mercury

Fig. 1 Loop elevation „units in inches …
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flow control is performed manually by adjusting EM pump volt-
age. The data acquisition and control system uses an Azonix
mDCS Plus interface device along with Intellution FIX software
to store the data.

Test Operations. Test operations are initiated by pressurizing
the storage tank with the upper level tank vented. The system is
filled to bring the mercury level to;125 mm above the bottom of
the upper tank. Pressure and level control systems are placed in
automatic control mode once the mercury reaches the desired
level and the EM pump is brought to the desired pumping rate
over a period of a few minutes. Next, the test section flow line is
isolated and the bypass line opened so that the EM flowmeter and
Venturi flowmeter operate in series, allowing a calibration of the
EM flow meter. The isolation valve on the test section line is
opened, and the bypass line isolated to prepare the facility for
testing. After this the system parameters are adjusted to obtain
flow rates, temperatures, and pressures at the test section inlet, as
specified in the test plan.

Test Section Description
The test section uses a copper heater block brazed to the back

of a flat stainless steel channel wall. The heater is designed to
produce up to 1.2 MW/m2 at the mercury/stainless steel interface.
A schematic drawing of the test section is shown in Fig. 2.

The flow channel is machined from 316 stainless steel, and has
a rectangular mercury flow cross section of 2 mm gap by 40 mm
wide that is 418 mm long. The mercury flow channel is formed by
machining a slot 40.00 mm wide into a shim plate 2.00 mm thick.
This shim plate is sandwiched between two stainless steel channel
plates to form the flow channel and sealed using O-rings.

A 400 mm long by 40 mm wide pocket is machined in the back
of the channel plates to reduce the thickness of the channel wall to
1.27 mm. Two heaters, each comprised of a copper block with
miniature heater cables, are brazed to the two opposing stainless
steel walls in the downstream 200 mm of the pocket. The heaters
are located in the downstream half of the channel to allow the
flow to fully develop in the channel prior to the heated zone.

The heater blocks were fabricated by the Delta M Corporation
with 3.2 mm of copper between the heater cables and the stainless
steel. The copper diffuses the thermal energy to produce a uniform
heat flux at the copper/stainless steel interface. Thermocouples are
installed in 0.89 mm grooves machined in the bottom of the cop-
per plate. The copper heater block with thermocouples installed is
brazed as a unit onto the stainless steel channel plate. A diagram
of the heater dimensions and the locations of the thermocouples is
shown in Fig. 3. The junctions of the inconel-sheathed 0.8 mm
diameter type K thermocouples are located along the span-wise
centerline.

Rigid ceramic plates are installed over the thin-walled region of
the channel plates along with a supporting stainless steel backing
plate. The plates provide support for the relatively thin wall re-
gions of the channel and have low thermal conductivity. In addi-

tion to the rigid insulation, the entire test section region from the
inlet mercury temperature measurement location to the outlet tem-
perature location is insulated.

Heat Transfer Analysis and Results
The bulk temperature of the mercury is established at each of

the five thermocouple locations in the test section via an energy
balance on the portion of the test section exposed to the heaters.
All the heater energy is delivered to the fluid, and the channel
mean temperature for the heated section upstream of the thermo-
couple is used to establish the thermophysical properties of the
mercury in the energy balance. The temperature at the mercury/
stainless steel interface is determined using a one-dimensional
heat conduction model with the measured temperature,Tmeas, of
the stainless steel outer surface. The stainless steel wall has thick-
ness,tss51.27 mm. The conductivity of the stainless steel,kss, is
used at the local thickness averaged wall temperature value and a
linear temperature profile is assumed in the stainless steel wall.
The experimental value of the heat transfer coefficient is then
established from,

hexperiment5
1

Tmeas2Tbulk

q9
2

tss

kss

(1)

The experimental Nusselt number is calculated using the local
bulk conductivity. Heat transfer results are displayed in Fig. 4
with open literature data for several liquid metals in the back-
ground. Also shown is a correlation provided by Lubarski and
Kaufman@20#.

Nu50.625* Pe0.4 (2)

Variation in heat transfer coefficient with exposure time was
reported after initial wetting in some previous mercury heat trans-
fer studies@8#. Exposure time from less than one hour to more
than 450 did not have any measurable effect on the inferred heat
transfer coefficient obtained with the test section.

Uncertainty Analysis
The one-dimensional simulation of the thermal fluid perfor-

mance of the test section used to infer the heat transfer coefficient
from measured values was developed in a spreadsheet. All param-
eters affecting the inference of the heat transfer coefficient are
resident in the simulation. The uncertainty in the inferred heat
transfer coefficient attributable to the uncertainty in a single pa-
rameter is evaluated by propagating the uncertainty in the param-Fig. 2 Electrically heated test section design

Fig. 3 Schematic of heater block showing thermocouple
locations „dimensions in mm …
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eter through the simulation. The change in heat transfer coefficient
attributable to the uncertainty in each parameter is calculated by
perturbing each parameter by its uncertainty and recording the
corresponding change in the inferred heat transfer coefficient. The
total uncertainty in the heat transfer coefficient is determined by
summing absolute values of all these changes. The uncertainty in
individual contributions to the inference of the heat transfer co-
efficient is established from the bias and precision of each param-
eter. Resistive temperature measurement devices~RTD’s! were
calibrated using an Omega RTD simulator, Model CL-301. The
simulator was calibrated to NIST traceable standards. Thermo-
couples, pressure measurement devices, and the venturi flow
meter were also calibrated to NIST standards. The magnetic
flow meter was calibrated using the venturi flow meter. The bias
for those instruments is determined from the calibration standards
and data. The precision in these measurements is derived from
examination of the temporal history of the measurement with the
system at steady state. The variation in wall thickness between
the flow channel and the thermocouples in the test section was
determined by measurement. Bias associated with using a one
dimensional analysis for a three dimensional geometry is evalu-

ated computationally. Thermophysical property data for mercury
were examined@21–25# to establish the possible bias for these
parameters@7#.

Seventeen factors contribute to the uncertainty in the inference
of the heat transfer coefficient, and representative values are
shown in Table 1. The terms labeled North Current and South
Current refer to the current applied to the two sides of the test
section. This representative case is for a heat transfer inference on
the South side. For this case, the South Current affects the heat
flux and bulk temperature while the North Current affects only the
bulk temperature. This effect is seen in the uncertainty values in
Table 1.

The variable labeled ‘‘Heat Flux Multiple’’ is a multiplication
factor applied to the heat flux to account for three dimensional
effects in the test section. Axial conduction and edge effects are
estimated using a three dimensional CFD/conduction analysis.
Several cases are examined using this computational model cov-
ering a velocity range of 1 to 4 m/s. The input for the analysis
includes the velocity of the mercury, the inlet mercury tempera-
ture, and the power supplied to the heaters. The axial heat flux
distribution along the span-wise centerline predicted by the CFD
model for one set of conditions is shown in Fig. 5.

In all cases considered the heat flux predicted by the computa-
tional model in the relatively flat portions shown in Fig. 5 is

Table 1 Heat transfer uncertainty

Fig. 4 Nusselt number versus Peclet number for various heat transfer studies in liquid metals

Fig. 5 Three-dimensional computational prediction of heat
flux as a function of axial length in the heated part of the
channel, velocity Ä3.5 mÕs, average flux is 840 kW Õm2
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approximately 94 percent of the heat flux calculated in the one
dimensional model. Therefore, all the data shown in Figure 4 have
a heat flux multiple of 0.94 applied. Furthermore, the local heat
flux is higher than average at the entrance, and lower than the
average at the exit of the heated region in the test section, as
shown in Fig. 5. Data obtained from thermocouples located in the
high or low heat flux regions are omitted from Fig. 4.

The most significant contributors to uncertainty in the inference
of the heat transfer coefficient are the thermocouple measurement,
heat flux reduction due to three dimensional effects, stainless steel
wall thickness, and the stainless steel thermal conductivity. Uncer-
tainty in each of these input values cause uncertainty in the heat
transfer coefficient greater than 3 percent. For the case study in
Table 1, the heat transfer coefficient is 38,483617,965 W/~m2°C!.
This analysis is repeated for two other case studies, and three
representative error bars are shown with all the data in Fig. 4. The
total uncertainty is dominated by bias terms.

Conclusions
Inferred heat transfer coefficients are consistent with open lit-

erature tube data. The inferred heat transfer coefficient did not
change from the initial loading of the facility with mercury to
after several hundred hours of operation. This is the first mercury
heat transfer data reported for narrow channels heated on both
sides. This data was taken with attention to quantification of mea-
surement precision with the expectation that the results would be
used to develop models for use in the design of a liquid mercury
target for a high energy proton beam. Much of the existing data
for heat transfer in liquid metals was taken in the 1950s and
1960s, and the measurement precision for those data is not well
characterized.
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Unsteady Heat Transfer Analysis
of an Impinging Jet
Unsteady heat transfer caused by a confined impinging jet is studied using direct numeri-
cal simulation (DNS). The time-dependent compressible Navier-Stokes equations are
solved using high-order numerical schemes together with high-fidelity numerical bound-
ary conditions. A sixth-order compact finite difference scheme is employed for spatial
discretization while a third-order explicit Runge-Kutta method is adopted for temporal
integration. Extensive spatial and temporal resolution tests have been performed to en-
sure accurate numerical solutions. The simulations cover several Reynolds numbers and
two nozzle-to-plate distances. The instantaneous flow fields and heat transfer distributions
are found to be highly unsteady and oscillatory in nature, even at relatively low Reynolds
numbers. The fluctuation of the stagnation or impingement Nusselt number, for example,
can be as high as 20 percent of the time-mean value. The correlation between the vortex
structures and the unsteady heat transfer is carefully examined. It is shown that the
fluctuations in the stagnation heat transfer are mainly caused by impingement of the
primary vortices originating from the jet nozzle exit. The quasi-periodic nature of the
generation of the primary vortices due to the Kelvin-Helmholtz instability is behind the
nearly periodic fluctuation in impingement heat transfer, although more chaotic and non-
linear fluctuations are observed with increasing Reynolds numbers. The Nusselt number
distribution away from the impingement point, on the other hand, is influenced by the
secondary vortices which arise due to the interaction between the primary vortices and
the wall jets. The unsteady vortex separation from the wall in the higher Reynolds number
cases leads to a local minimum and a secondary maximum in the Nusselt number distri-
bution. These are due to the changes in the thermal layer thickness accompanying the
unsteady flow structures.@DOI: 10.1115/1.1469522#

Keywords: Computational, Heat Transfer, Impingment, Laminar, Unsteady

1 Introduction
Impinging jets have been used in a variety of practical engi-

neering applications to enhance heat transfer due to the high local
heat transfer coefficient. Examples include quenching of metals
and glass, cooling of turbine-blades, cooling and drying of paper
and other materials, and more recently cooling of electronic
equipment@1,2,3,4#. A survey of configurations used in jet im-
pingement heat transfer studies is available in Viskanta@3#. A
great number of studies have dealt with the heat transfer enhance-
ment due to impinging jets and extensive reviews have been pro-
vided by Martin@1#, Jambunathan et al.@2#, and Viskanta@3#. The
effects on the impingement heat transfer of several parameters
such as the jet Reynolds number, nozzle-to-plate distance, nozzle
geometry, roughness of the impinging wall have been investi-
gated.

It is known from flow visualization studies@5# that impinging
jet flows are very unsteady and complicated. The unsteadiness of
the flow originates inherently from the primary vortices emanating
from the nozzle of the jet caused by the shear layer instability of
a Kelvin-Helmholtz type. These primary vortices dominate the
impinging jet flow as they approach the wall. Large-scale coherent
structures are found to play a dominant role in momentum transfer
of the impinging jet@5,6,7,8#. After the primary vortices deflect
from the wall, they convect along the impinging wall, and un-
steady separation may occur. The time dependent separation of the
wall jet part of an impinging jet was investigated experimentally
by Didden and Ho@7#.

Due to the highly unsteady flow characteristics, the impinge-

ment heat transfer is also strongly time dependent. However, most
studies to date have focused on the time-mean heat transfer. The
unsteady characteristics of the impingement heat transfer are not
yet fully understood. Only a few studies are available in the lit-
erature@9,10#. The unsteady heat transfer in an excited circular
impinging jet was investigated by Liu and Sullivan@10#. They
found that enhancement and reduction of the local heat transfer
were related to changes in the flow structure when an impinging
jet was forced at different frequencies. It is important, therefore, to
understand the unsteady heat transfer characteristics associated
with the coherent flow structure.

In the present study, direct numerical simulations~DNS! of a
confined impinging jet at low Reynolds numbers are performed to
study the unsteady impingement heat transfer. The DNS approach
is chosen because of its ability to capture unsteady vortex behav-
ior and to resolve different time and length scales@11,12#. The
unsteady compressible Navier-Stokes equations are solved in this
study. A high-order finite difference method is used with accurate
non-reflecting boundary conditions. The instantaneous flow fields
of an impinging jet are examined to investigate the effect of the
coherent vortical structures on the unsteady impingement heat
transfer. Unlike previous studies@7,8,10# where the flow was
forced at a particular frequency to obtain periodic flow structures,
a natural unforced impinging jet flow is considered in this study.

2 Numerical Method

2.1 Governing Equations. For a compressible viscous
flow, the governing equations~the unsteady continuity equation,
Navier-Stokes equations, and energy equation! can be written in
nondimensional form using the conservative variables
(r,rui ,ET ,r f ) @11,12#:
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wherer is the density,ui are the velocity components inxi direc-
tions, p is the thermodynamic pressure,t i j is the shear stress
tensor,qi is the heat flux vector, andf is the scalar variable.ET is
the total energy density (internal1kinetic):

ET5rS e1
1

2
uiui D , (5)

where e is the internal energy per unit mass (re5p/(g21)),
assuming the ideal-gas law.

In this study, all the flow variables are nondimensionalised with
respect to values in the jet (rc* ,Uc* ,Tc* ,mc* ) and the jet width
D* .
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The superscript* represents a dimensional quantity and the sub-
script c the jet centreline value.

Constitutive relations for the shear stress tensort i j and the heat
flux vectorqi are given by
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where, the viscositym is assumed to follow a power law,m
5T0.76 for air. The strain rateSi j is defined by
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Here, Re is the Reynolds number, M is the Mach number, Pr is the
Prandtl number, Sc is the Schmidt number, andg is the ratio of the
specific heats. The Reynolds number is defined by Re
5Uc*D* /nc* , whereUc* is the jet centerline velocity.

2.2 Boundary Conditions. The mean velocity profile at the
inflow is a top-hat profile with smooth edges. A hyperbolic tan-
gent profile is used@11,12,13#:

U5
1

2 F ~Uc1Ua!1~Uc2Ua!tanhS 0.52uxu
2u D G , (9)

where u is the inflow momentum thickness andUc is the jet
center-line velocity. The co-flow velocityUa is chosen to be zero
in this study. At the impinging wall the no-slip conditions are
imposed and the wall temperature is constant. Nonreflecting
boundary conditions are used at the inflow and lateral exit bound-
aries@14,15#.

Eqs. ~1!–~4! can be written in a vector using the conservative
variablesU5(r,rui ,ET ,r f ).
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where,]Fi /]xi are the Euler derivatives in thexi direction and no
summation law is applied. Derivatives in other directions, includ-
ing viscous terms are included inD. At boundaries,]Fi /]xi needs

extrapolation whileD can be evaluated directly. The conservative
variablesU are related to the primitive variablesŨ5(r,ui ,p, f )
as follows:
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Using the primitive variablesU, we transform Eq.~10! into primi-
tive form,
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whereA i5P21Qi , D̃5P21D. Using a similarity transformation,

A i5SiLSi 21
, Eq. ~13! gives

]Ũ

]t
1SiLSi 21 ]Ũ

]xi
5D̃. (14)

If we define a vectorL as

L5LSi 21 ]Ũ

]xi
, (15)

Eq. ~15! may be written as

]Ũ

]t
1SiL5D̃. (16)

Finally, at boundaries Eq.~10! can be written as

]U

]t
1PSiL5D. (17)

P, Si , andL are given in Appendix forx andy directions. At the
inflow boundary, the nonreflecting boundary condition of Poinsot
and Lele@15# is implemented, allowing the density to change in
time. At the lateral exit, Thompson’s@14# nonreflecting boundary
condition is applied. For more details, refer to the papers by
Thompson@14# and Poinsot and Lele@15#.

2.3 Numerical Techniques. For spatial discretization, a
sixth-order finite-difference compact scheme from Lele@16# is
used in all directions. Third and fourth-order compact schemes are
implemented at the boundary. The spatially discretized governing
equations are advanced in time explicitly with a low storage third-
order Runge-Kutta method@17#. Eq.~10! can be rewritten as

]U

]t
5E. (18)

At each sub-step,U is updated as follows:

Uk5akDtEk211Vk21, (19)

Vk5bkDtEk211Vk21, (20)

where,

a152/3, a255/12, a353/5,

b151/4, b253/20, b353/5.

At the beginning of each time step,U05V0. For more details,
refer to Sandham and Reynolds@18#, Luo and Sandham@11#, and
Jiang and Luo@12#. After both flow and thermal fields have
reached a quasi-steady state, the averages over time were taken
for several periods. For the definition of the period, refer to the
next section.
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3 Results and Discussion
Figure 1 shows an impinging slot jet configuration together

with the definition of the relevant coordinates. The jet comes from
the top and the impinging wall is located aty50. A Cartesian
coordinate system centred at the time-mean stagnation point on
the impinging wall is used:x is the direction parallel to the im-
pinging wall, andy is the negative jet direction. The correspond-
ing lateral and axial velocities areu and v. The computational
domain size of interest is@2Lx/2,Lx/2#, and @0,Ly#. Symmetry
conditions are not used in the simulation. Simulations are per-
formed at three Reynolds numbers Re5300, 500, and 1000. The
physical constants used in this study are given in Table 1.

A grid refinement study was performed until more grid points
do not cause any significant differences in the result. A hyperbolic
sine function, sinh, is also used to give local grid refinement in the
wall layer.

x~j!5Lx

sinh~bxj!

sinhbx
, 21<j<1, (21)

y~h!5Ly

sinh~byh!

sinhby
, 0<h<1, (22)

wherebx andby are grid control parameters. A computational grid
up to 3843384 is used in the simulation. The spatial grid used in
this study is very fine and the differences in mean quantities are
less than 1 percent from the results using 50 percent more grid
points in each direction. It is noted that the grid points used in this
study are much larger than those used in previous numerical stud-
ies @19,20,21,22,23#. In those studies, symmetric boundary condi-
tions were applied about the jet axis and the jet stagnation point
was fixed.

Effects of the temporal resolutions are investigated by succes-
sively halving the time step. The time step is calculated by

Dt5
CFL

De1Dm
, (23)

where

De5pcS 1

Dx
1

1

DyD1pS uuu
Dx

1
uvu
DyD , (24)

Dm5
p2m

~g21!M2Re PrS 1

Dx2 1
1

Dy2D , (25)

based on numerical stability analysis. The theoretical value for
stability is CFL5). But numerical tests indicate that the crite-
rion can be relaxed and in practice,CFL numbers up to 4 have
been used to give stable solutions. In this study,CFL53 is used.
The time steps used in the present study are very small. For ex-
ample,Dt for Re5500 is about 1.031023D/Uc . With this time
step, one period of the oscillating primary vortex is calculated by
about 5000 time steps. The time histories of wall temperatures
show identical results to those using half of the time steps.

Simulations with two values for the nozzle-to-plate distance
(Ly /D54 and 10!are performed. It is known that the extent of
the potential core is 4–8 jet widths for slot nozzles@24,25#.
Ly /D510 is chosen to analyze the fully developed jet impinge-
ment case andLy /D54 is for the under-developed jet impinge-
ment case. The numerical parameters used in the present study are
summarized in Table 2.

The numerical predictions~Case 2!are compared with the ex-
perimental data of Sparrow and Wong@26#. Sparrow and Wong
~1975!used the naphthalene sublimation technique to measure the
mass transfer. The mass transfer results were converted to heat
transfer coefficients by employing a heat-mass transfer analogy.
The Reynolds number of the experiment is Re5450. Figure 2
shows good agreement in the impingement region.

3.1 Heat Transfer Coefficient. Figure 3 shows an instanta-
neous scalar field of the impinging jet flow~Case 2!. In this simu-
lation, no forcing is imposed at the inflow and the jet develops in
varicose~symmetric!mode near the jet nozzle. At Re51000, the
jet flow has a weak sinuous~asymmetric!mode as well as the
varicose mode and the instantaneous jet stagnation point moves a
little around the time-mean stagnation point (x50). At higher
Reynolds numbers, the jet flow becomes three-dimensional and
turbulent before impinging on the wall. In this study, the Reynolds
numbers are restricted to a low Reynolds number regime, where
two dimensionality is valid. The primary vortices emanating from
the jet shear layer are clearly seen, which is the characteristic of
unsteady jet flow. As the flow is deflected from the impinging
wall, a wall jet is developed. The wall jet separates due to the
interaction with the primary vortices and the impinging wall, and
as a result, secondary vortices are formed. The interaction of the
primary vortices with the wall shear layer gives rise to unsteady
vortical motions.

Fig. 1 Impinging slot jet configuration

Table 1 Physical constants used in this study. Here, u is the
inflow momentum thickness of the jet.

Table 2 Test cases parameters of impinging jet simulations
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Temperatures very close to the impinging wall are monitored to
understand the characteristics of the unsteady heat transfer of an
impinging jet. Figure 4 shows the time history of the temperature
at y'0.02 at several locations along the impinging wall for
Ly /D510. As the first primary vortices emanating from the jet
shear layer approach the wall, they cause a rapid change in tem-
perature near the stagnation point. In Fig. 4, a sudden increase in
temperature atx50 is seen at aboutt516 for all three Reynolds
numbers. It does not appear that the propagation speed of the
start-up vortex is a strong function of the Reynolds number. After
the primary vortices impinge the wall, the jet flow changes the
flow direction and the primary vortices progress downstream
along the wall. The temperature increase caused by the moving
primary vortices becomes smaller as the flow goes downstream
further due to the continuous mixing with the surrounding fluid.

After an early transient period (0,t,25), the temperatures
show unsteady and oscillating behavior. The fluctuations in the
temperature increase with the Reynolds number and at Re5500
the oscillating behavior of the temperature is already clearly seen
at all measuring locations. This is due to the direct influence of the
coherent vortical structures of the impinging jet shown in Fig. 3.
The unsteady temperature distributions show that the heat transfer
characteristics at Re5500 are sufficiently coherent and repeatable
although the behavior is not perfectly periodic. It is found that in

the present study the dominant frequency corresponds to a Strou-
hal number of St'0.2, based onUc andD. This value falls within
the range of other experimental@7,27# and numerical@8,28# re-
sults.

Some effects of the Reynolds number are found in Fig. 4. For a
lower Reynolds number (Re5300), the unsteadiness of the tem-
perature data is reduced substantially, mainly due to the weakness
of the vortex formation in the jet shear layer. It is not surprising
because at a low Reynolds number the viscous effects usually
weaken the shear layer instability. The vortex formation is not
completely suppressed but the weak vortices make the interaction
with the impinging wall much weaker. As the Reynolds number
increases, the temperature data become irregular at Re51000 due
to nonlinear effects, although the effects of large coherent struc-
tures are still discernible.

The time history of the temperature forLy /D54 is shown in
Fig. 5. The overall features of the instantaneous temperatures in
theLy /D54 case are quite similar to those in theLy /D510 case,

Fig. 2 Comparison with experimental data at Re Ä500. Sym-
bols are the experimental data of Sparrow and Wong †26‡ at
ReÄ450.

Fig. 3 Instantaneous scalar field of the impinging jet flow

Fig. 4 Time history of temperature „at yÉ0.02… at several loca-
tions on the impinging wall for L y ÕDÄ10: „a… ReÄ300, „b… 500,
and „c… 1000.
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although unsteadiness is stronger in the latter case. SinceLy54 is
shorter than the extent of the potential core@24,25#, the primary
vortices cannot develop fully in this case. The weak primary vor-
tices result in less vigorous unsteady heat transfer characteristics
due to the weaker interaction with the wall shear layer. As far as
the unsteady heat transfer characteristics are concerned, the results
for the two values of the nozzle-to-plate distance are similar to
each other. Here, most results are from the case withLy /D510.

The time-averaged Nusselt number distributions along the im-
pinging wall are shown in Fig. 6 forLy /D510. Nusselt number
is defined as

Nu5
D

DT

dT

dy
, (26)

whereDT is the temperature difference (Tc2Tw). The fluctuating
part of the instantaneous Nusselt number is also shown. The typi-
cal bell-shaped profiles are obtained near the stagnation point for

all three Reynolds numbers. The stagnation Nusselt number in-
creases as the Reynolds number and the present data can be well
correlated by the relation Nustag;Re0.48. This is very close to the
dependence of the stagnation Nusselt number predicted by a lami-
nar boundary-layer theory, Nustag;Re0.5. Sparrow and Wong@26#
found their data correlated with Nustag;Re0.51 using the naphtha-
lene sublimation technique. The quasi-laminar correlation Nustag

;Re0.5 was also observed by Lytle and Webb@29#, although the
Reynolds numbers in their experiments were much higher.

For higher Reynolds numbers (Re5500 and 1000!, the Nusselt
number is maximal in the stagnation region. Away from the stag-
nation region it decreases to a local minimum and then goes
through a secondary maximum peak. The secondary maximum in
Nusselt number has been observed in many experiments. How-
ever, there is no consensus among researchers on what causes the
secondary maximum. The disagreement concerning the formation
of the secondary maximum is found in the review paper of Vis-
kanta@3#. It has been attributed to either a transition from a lami-
nar to turbulent boundary layer in the wall jet region@30,31#or a
radial increase in turbulent kinetic energy@29,32#. In a visualiza-
tion study, Popiel and Trass@5# suggested that the secondary vor-
tices could be responsible for the local heat transfer enhancement
and for the secondary maximum in local Nusselt number. Re-
cently, Meola et al.@33# argued that the vortices emanating from
the jet nozzle are responsible for the secondary Nusselt number
maximum rather than a flow transition to turbulence. The Rey-
nolds number of their experiments is from 10,000 to 173,000. In
the present study, the Reynolds number is restricted to low values
due to the relevant applications for electronics cooling, and the
stagnation point is laminar, as revealed by the Nustag;Re0.5 pro-
portionality. In such low-Reynolds number flows, where a flow
transition to turbulence is not expected to play an important role,

Fig. 5 Time history of temperature „at yÉ0.01… at several loca-
tions on the impinging wall for L y ÕDÄ4: „a… ReÄ300, „b… 500,
and „c… 1000.

Fig. 6 Nusselt number distributions along the impinging wall
for „L y ÕDÄ10…: „a… time-mean Nusselt number, and „b… fluctu-
ating Nusselt number.
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the secondary maximum in Nusselt number is considered as a
results of the direct interaction of the wall with the unsteady pri-
mary vortices. We will revisit this point later in the next section.

The unsteadiness of the impingement heat transfer characteris-
tics is clearly seen in Fig. 6~b!, which shows the fluctuating part of
the unsteady Nusselt number. Here,DNu is defined as the maxi-
mum difference in instantaneous Nusselt number atx, i.e.,
DNu(x)5Numax(x)2Numin(x). Interestingly, the fluctuating part of
the instantaneous Nusselt number is very large. Even at the lowest
Reynolds number (Re5300) the fluctuating part of the Nusselt
number is substantial compared to the time-mean Nusselt number,
which amounts to about 20 percent of the mean value. The un-
steadiness is amplified as the Reynolds number increases. At Re
5500, the fluctuating part becomes of the same order of magni-
tude as the time-mean value atx563, where the time-mean Nus-
selt number has a local minimum.

To understand the unsteady heat transfer characteristics shown
in Fig. 6, the instantaneous Nusselt number distributions during a
typical period are analyzed. Since the temperature variation does
not have a perfect periodicity as shown in Fig. 4, the time duration
between two consecutive local maxima of the stagnation Nusselt
number is considered as aperiod in this analysis. The half of the
period between a local maximum to a local minimum is referred
to as the temperature-decreasing phase and the other half between
a local minimum to the next local maximum is referred to as the
temperature-increasing phase. Figures 7, 8, and 9 show the instan-
taneous Nusselt number distributions along the impinging wall
during one typical period for the three Reynolds numbers, respec-
tively. The beginning and the end of the period is indicated in the
caption of each figure.

The heat transfer coefficient generally decreases as the distance

from the stagnation point increases. The maximum heat transfer is
found at the stagnation point at all time instants as expected, al-
though the absolute value is modulating substantially. It is inter-
esting that the instantaneous Nusselt number distributions for Re
5300 show a secondary local maximum during the temperature-
increasing phase~Fig. 7~a!!. Note that the time-mean Nusselt
number for this Reynolds number decreases monotonically along
the impinging wall without having a secondary maximum~see
Fig. 6(a)!. At Re5500, the strong unsteadiness of the heat trans-
fer is clearly seen. During the temperature-decreasing phase
shown in Fig. 8(a), the location for the local minimum moves
downstream and the magnitude of the local minimum decreases in
time. This is because the thermal boundary layer becomes thicker
for 2<x<3 during this phase. During the temperature-increasing
phase shown in Fig. 8(b), the magnitude of the local minimum is
almost the same as the location itself moves downstream. As the
Reynolds number increases (Re51000), the instantaneous Nus-
selt number distributions become more irregular as shown in Fig.
9. The loss of symmetry is expected as Re is increased but it
remains small at Re51000. There is only a 0.5 percent of asym-
metry for Re5500 and a 2 percent of asymmetry for Re51000.

3.2 Unsteady Flow Field. To investigate the unsteady im-
pingement heat transfer, the flow field of Re5500 is analyzed in
more detail~Case 2!. The Re5500 case is chosen since the instan-
taneous Nusselt number has a very strong periodicity as shown in
Fig. 4~b!. Figure 10 shows the time history of the instantaneous
Nusselt number at the stagnation point, Nustag. The periodicity,
which corresponds to St'0.2, is discernible. The fluctuation part
of Nu amounts to almost 40 percent of the time-mean value. The
instantaneous Nusselt number has local maxima att534.66 and
41.38 and a local minimum att538.06.

Fig. 7 Instantaneous Nusselt number along the impinging wall
for ReÄ300 „Case 1…: „a… temperature-decreasing phase „47.34
ÏtÏ50.32…, and „b… increasing phase „50.32ÏtÏ54.15…. Time
increment between each line is 0.467.

Fig. 8 Instantaneous Nusselt number along the impinging wall
for ReÄ500 „Case 2…: „a… temperature-decreasing phase „34.66
ÏtÏ38.06…, and „b… increasing phase „38.06ÏtÏ41.38…. Time
increment between each line is 0.326.
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To scrutinize the unsteady nature of the impingement heat
transfer shown in Fig. 10, we examine the flow pattern and the
temperature field together at several time instants. Time instants
are marked as the open circle in Fig. 10 and summarized in Table
3. P1 represents the time instant when the instantaneous Nusselt
number at the stagnation point has a local maximum, P2 and P3
correspond to the temperature-decreasing phase, P4 represents to
the local minimum of the instantaneous stagnation Nusselt num-
ber, and P5 and P6 correspond to the temperature-increasing
phase.

Figure 11 shows the temperature and vorticity contour lines at
four time instants marked in Fig. 10. Due to the strong symmetry
~see Fig. 8!, only one half of the flow field is shown without any
loss of information or accuracy of comparison. The primary vor-
tices close to the impinging wall are denoted by PV in the figure,
where NV represents the next primary vortices emanating from
the jet shear layer. The secondary vortices are indicated by SV in
the lower part of Fig. 11. As can be seen in Fig. 11(a), the pri-
mary vortex PV locates very close to the wall at P1. The proxim-
ity of the strong primary vortex results in a thin shear layer and
consequently a thin thermal boundary layer along the wall~note
Pr51.0).

As the primary vortex PV moves downstream, the temperature
near the stagnation point decreases due to the thickening of the
thermal boundary layer. The vorticity contour lines during the
temperature-decreasing phase are displayed in Fig. 11~b!. As the
primary vortex PV progresses downstream, the location of the
primary vortices,yv , increases slightly indicating a thickening of
the thermal boundary layer downstream along the impinging wall
@7#. This feature is responsible for the decrease in the local mini-
mum Nusselt number during the temperature-decreasing phase
shown in Fig. 8~a!. The passage of the primary vortex PV is
associated with a vorticity maximum at the impinging wall. The
interaction of the primary vortex PV with the shear layer results in
a secondary vortex near the wall at the later stage of the
temperature-decreasing phase at P3. The primary and secondary
vortices are counter-rotating.

As the primary vortex PV moves further downstream while the
new primary vortex NV is yet to affect the dynamics near the
impinging wall directly, the stagnation Nusselt number keeps de-
creasing. Figure 11~c!shows the temperature and vorticity contour
lines at P4 corresponding to a local minimum of the stagnation
Nusselt number. The formation of the secondary vortex SV is
clearly seen atx53. The secondary vortex SV is detached from
the wall and results in unsteady separation. The unsteady separa-
tion region moves downstream together with the primary vortex
PV. Upstream of the unsteady separation region, the instantaneous
Nusselt number has a local minimum, as seen in Fig. 8. A second-
ary maximum in instantaneous Nusselt number was observed in
the separation region. The role played by the unsteady separation
in the impingement heat transfer is examined in more detail in
Fig. 12.

As the new primary vortex NV approaches the wall, the stag-
nation Nusselt number begins to increase again. The vorticity con-
tour lines during the temperature-increasing phase are displayed in
Fig. 11~d!. The primary vortex PV is located far from the stagna-
tion point and has little influence on the heat transfer near the

Fig. 9 Instantaneous Nusselt number along the impinging wall
for ReÄ1000 „Case 3…: „a… temperature-decreasing phase
„32.00ÏtÏ36.32…, and „b… increasing phase „36.32ÏtÏ40.65….
Time increment between each line is 0.480.

Fig. 10 Time history of the instantaneous stagnation Nusselt
number for ReÄ500. Open circles indicate the time instants
examined in Fig. 11.

Table 3 Data at several time instants marked in Fig. 10. x v and
y v are the location of the primary vortex „PV…, and vv is the
strength of the primary vortex.
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stagnation region. The influence from the new primary vortex NV
is, however, increasing as it approaches the wall.

The location and the strength of the primary vortex PV are
summarized in Table 3. The location of the primary vortex shows
a characteristicV-shape@7#. The strength of the vortex is weak-
ened during the period due to the viscous effects but the decrease
is only 10 percent of the strength. It is found that the modulation
of the instantaneous Nusselt number is attributed to the dynamics
of the primary vortices emanating from the jet shear layer as well
as the strength of the vortices.

The enlarged picture of the temperature field and velocity vec-
tor plots at P5 are shown in Fig. 12. Beneath the primary vortex is
clearly seen an unsteady separation region centred atx54.2, y
50.14. The thermal boundary layer becomes thick upstream of
the unsteady separation region and the instantaneous Nusselt num-
ber has a local minimum atx53.4 as shown in Fig. 12~a!. This is
consistent with the instantaneous Nusselt number distributions
shown in Fig. 8~b!. It is found that the leg of the secondary vortex
corresponds to the location for the local minimum Nusselt number
~see Fig. 11~d!!. Around the head of the secondary vortex, there is
a strong engulfing motion, which causes an increase in the heat

transfer. This engulfing motion is responsible for the secondary
maximum in the Nusselt number distributions observed in Fig. 8.

4 Concluding Remarks
Unsteady heat transfer characteristics of an impinging jet flow

have been studied numerically. The instantaneous Nusselt number
has very strong fluctuations and this unsteadiness increases with
increasing Reynolds number. Detailed analysis of the instanta-
neous flow field and heat transfer characteristics has been per-
formed. It is found that the unsteady heat transfer characteristics
are strongly correlated with the vortex dynamics of the jet flow.
The oscillating behavior of the impingement heat transfer is
caused directly by the primary vortices moving towards the im-
pinging wall. Unsteady separation also plays an important role in
the impingement heat transfer. Unsteady separation induces a sec-
ondary maximum and a local minimum of the instantaneous heat
transfer along the impinging wall. The instantaneous Nusselt num-
ber has a local minimum upstream of the unsteady separation
region due to the thickened thermal boundary layer. A secondary
maximum in the instantaneous Nusselt number is observed in the

Fig. 11 Temperature „left… and vorticity „right… contour lines at several time instants for Re Ä500: at „a… P1,
„b… P2, „c… P4, „d… P5.
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separation region. The secondary maximum is attributed to the
engulfing motion around the secondary vortex, which reduces the
thickness of the thermal boundary layer.
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Nomenclature

Roman Symbols

c 5 sound speed
D 5 jet width
e 5 internal energy per unit mass

ET 5 total energy per unit mass

h 5 heat transfer coefficient,h5 (k/DT)(dT/dy)
k 5 thermal conductivity

Lx 5 domain size inx direction
Ly 5 domain size iny direction
M 5 Mach number

Nu 5 Nusselt number, Nu5hD/k
p 5 static pressure

Pr 5 Prandtl number
qi 5 heat flux vector

Re 5 Reynolds number, Re5UcD/n
Si j 5 strain rate,Si j 50.5(]ui /]xj1]uj /]xi)
St 5 Strouhal number,St5f D/Uc
T 5 temperature
ui 5 velocity components

Ua 5 co-flow velocity
Uc 5 jet centreline velocity

x 5 lateral coordinate
y 5 normal to the wall coordinate

Greek Symbols

g 5 ratio of the specific heat
u 5 inflow momentum thickness
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density

t i j 5 shear stress tensor
v 5 vorticity, v5dv/dx2du/dy

Subscripts

c 5 jet centreline value
stag 5 stagnation point

v 5 primary vortices
w 5 wall value

Appendix
A diagonalizing similarity transformation may be generated for

A i by forming the matrixS such that its columns are the right
eigenvectorsr j of A i , and its inverseS21, whose rows are the left
eigenvectorsl i

T . The similarity transformation is then

A i5SiLSi 21
, (27)

whereL is the diagonal matrix of eigenvalues:Li j 50 for iÞ j ,
Li j 5l i for i 5 j .

P5S 1 0 0 0 0 0

u r 0 0 0 0

v 0 r 0 0 0

w 0 0 r 0 0

1

2
~u21v21w2! ru rv rw

1

g21
0

f 0 0 0 0 r

D .

A In the x-Direction. The L i
x’s are given by:

L15l1S ]p

]x
2rc

]u

]xD , (28)

L25l2S c2
]r

]x
2

]p

]x D , (29)

L35l3

]v
]x

, (30)

L45l4

]w

]x
, (31)

Fig. 12 Instantaneous flow and temperature field at P5:
„a… temperature contour lines, and „b… vector plot.
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L55l5S ]p

]x
1rc

]u

]xD , (32)

L65l6

] f

]x
, (33)

wherel i
x , the eigenvalues ofAx, are given by

l15u2c, l25l35l45l65u, l55u1c. (34)

Sx51
1

2c2

1

c2 0 0
1

2c2 0

2
1

2rc
0 0 0

1

2rc
0

0 0 1 0 0 0

0 0 0 1 0 0

1

2
0 0 0

1

2
0

0 0 0 0 0 1

2 .

B In the y-Direction. The L i
y’s are given by:

L15l1S ]p

]y
2rc

]v
]y D , (35)

L25l2

]u

]y
, (36)

L35l3S c2
]r

]y
2

]p

]y D . (37)

L45l4

]w

]y
, (38)

L55l5S ]p

]y
1rc

]v
]y D . (39)

L65l6

] f

]y
, (40)

wherel i
y , the eigenvalues ofAy, are given by

l15v2c, l25l35l45l65v, l55v1c. (41)

Sy51
1

2c2 0
1

c2 0
1

2c2 0

0 1 0 0 0 0

2
1

2rc
0 0 0

1

2rc
0

0 0 0 1 0 0

1

2
0 0 0

1

2
0

0 0 0 0 0 1

2 .
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Simulation of Laminar Slot Jets
Impinging on a Moving Surface
Laminar flow and heat transfer on a moving surface due to a bank of impinging slot jets
have been numerically investigated. Two types of jet, namely axial and knife-jet with an
exit angle of 60 deg were considered. The surface velocity up to two times the jet velocity
at the nozzle exit was imposed on the impinging surface. It has been observed that while
with increasing velocity of the impinging surface, the total heat transfer reduces; the
distribution pattern becomes more uniform. For the same amount of mass and momentum
flux at the nozzle exit, heat transfer from the axial jet is considerably higher than that from
the vectored jets at all surface velocities considered. It was found that the local heat
transfer over the surface for the case of the axial jet and the knife-jet scales with Re0.5

and Re0.55, respectively. @DOI: 10.1115/1.1501089#
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Introduction

Impinging jets are extensively employed in high heat flux ap-
plication and thus widely investigated by researchers@1–4#. In @2#
heat transfer to impinging isothermal gas and flame jets has been
considered. Mass transfer in addition to heat transfer between im-
pinging gas jets and solid surfaces has been considered in@3#.
However, though in many situations, e.g., drying of papers and
textiles, the impinging surface moves perpendicular to the jet di-
rection, relatively fewer studies have incorporated the effect of
surface motion over the transport process. Studies on a single jet
impinging on a moving surface were reported by Subba Raju and
Schlunder@5#. They have measured spatially averaged heat trans-
fer coefficients due to a single impinging jet on a moving, con-
stant temperature metal belt and found that the heat transfer coef-
ficient increased with the surface speed till a maximum value of
1.5 to 2 times the value for stationary surface was obtained. Zum-
brunnen@6# used a similarity solution to derive the velocity com-
ponents, which were used to determine heat and mass transfer
distributions. This study showed reduction in heat and mass trans-
fer downstream of the direction of surface motion as compara-
tively warmer or higher concentration fluid was entrained by the
surface motion.

Polat and Douglas@7# conducted experiment on heat transfer
from multiple impinging jets on a permeable moving surface.
Their study showed a decrease in heat transfer with increasing
surface motion while the amount of throughflow increased heat
transfer. Huang et al.@8# have reported that at higher plate speeds,
Nusselt numbers were smaller at the locations where the surface
motion opposed the dividing jet flow and Nusselt numbers were
higher where the surface motion and dividing jet flow were in the
same direction.

Chen et al.@9# performed a numerical analysis, in the laminar
range, of an array of submerged two-dimensional jets impinging
on a uniform heat flux or constant temperature moving surface.
This study showed that neglecting surface motion effects could
lead to significant overestimates of heat transfer. Recently, the
effect of surface motion on the turbulent flow and heat transfer
using axial slot jets was reported by Chattopadhyay et al.@10#.
They have used a dynamic subgrid model of LES as the compu-
tational tool and predicted the heat transfer in a bank of axial slot
jets with the impinging surface velocity varying up to two times

the jet velocity. The reduction in heat transfer was as high as 30
percent when the surface velocity was two times the reference
velocity.

In industrial practices, normally a bank of jet is used and the
jets can emanate either from a round tube or orifice or a slot. The
simplest form of a jet is the axial jet~from a circular hole or a
rectangular slot!where the issuing fluid is directed perpendicular
to the impinging surface. In case of the slot~or planar!jets, when
the flow emanates horizontally at a particular angle, a horizontal
knife-jet is formed. For round tubes, they are referred to as radial
jets. In Fig. 1, distributions of heat transfer coefficients for axial
slot jet and horizontal knife-jets are schematically compared. In
the present work we have studied slot jets, which emanate~a!
axially and hit the plate perpendicularly and~b! at an angle of 60
deg from the side of the slot~knife-jet!. The knife-jet~from a slot!
is equivalent to radial jets~from a circular hole!and it should not
be confused with vectored round jets generally referred to as ra-
dial jets. The main advantage of a horizontal-knife-jet from a slot
~or a radial jet in case of a round tube! is that the moderately high
heat or mass transfer can be distributed on a larger area than that
of the axial jet. Because of this, in recent years the radial jets are
getting increased attention, Page et al.@11#. Laschefski et al.@12#
have investigated the effect of the exit angle of circular radial jet
on flow field and heat transfer in the laminar region. For the same
amount of the mass and momentum flux at the nozzle exit, lami-
nar radial jets produce lower average and peak heat transfer than
the axial jet. On the other hand, with the vectoring of the imping-
ing jet, the location of peak heat transfer could be controlled.
Investigations on axial slot jets by this group@13# produced simi-
lar result. Cziesla et al.@14# have demonstrated that the knife-jets
at an exit angle of 60 deg are superior to the axial jets in the
turbulent range. Their study has shown that the flow field on the
impinging plate due to the horizontal-knife-jets culminates in an
oscillatory flow dominated by vortical motions. Such motions
play a significant role in enhancing heat transfer. A recent numeri-
cal study of Chattopadhyay and Saha@15# could confirm that in
the turbulent regime vectoring the jets produces better heat trans-
fer even in the case of a moving plate, compared to the standard
axial jet.

Though, generally such jets would be turbulent, laminar jets are
often encountered in applications such as electronic cooling.
Laminar jets are also employed when situations demand relatively
lower stagnation pressure as in the case of fragile materials@16#.
In a recent analysis of laminar rectangular jet by Sezai and Mo-
hamad@17#, it has been rightly pointed out that despite abundance
of literature on jet impingement, even today laminar jets are far
from being fully understood. While majorities of the studies as-
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sume a two-dimensional jet structure, it has been demonstrated
that three-dimensionality brings in additional complexity in the
flow physics and hence alters the flow structure and heat transfer
process. While some work on the jet impingement on a moving
wall in the turbulent regime is already reported by the present
authors@10,15#, the three-dimensional simulation of the effect of
surface motion on the laminar impinging jets is now undertaken in
the present work. This can serve as a baseline for comparing the
effect of turbulence. Moreover, to our knowledge, no literature on
the effect of surface motion on laminar knife-jets exists. The
present analyses were carried out within the Reynolds number
range of 200 for both axial and knife-jets. The surface velocity of
the impingement plate is varied up to two times the jet velocity at
the nozzle exit. In the present study, the characteristic length for
defining Re is twice the jet width, which is the hydraulic diameter
for such a configuration@3#. For the purpose of comparison, the
mass flux as well as the momentum flux at the jet exit have been
considered same for the axial as well as knife-jet. We have used
the transient formulation so that the evolution of the flow field
could be studied in detail and the state of the flow, i.e., whether
laminar or turbulent, need not be assumed but could be assured by
analysing the velocity traces and their power spectra counterparts.
It may be mentioned here that the flow field due to periodic jets
become chaotic at Re of 415 and 250 for the axial and the knife-
jet, respectively, as reported by Laschefski et al.@18#.

A periodic element of a nozzle-bank serves as the computa-
tional domain as shown in Fig. 2. While the width of the compu-
tational domain is 10 times the jet width, the pitch of the jet bank
was taken as 8B. The distance between the top plate and the
impinging plate is assumed to be 6B. In this study, the nozzle
height to jet width ratio is 2 and for the knife-jets exit angle was
fixed at 60 deg following the recommendation of Cziesla et al.
@14#.

Mathematical Formulation
The jet fluid is assumed to be incompressible with constant

properties and the jets are discharging in an ambience of the same
fluid. The flow field is represented by the Navier-Stokes equa-
tions. For the present work, we have assumed that the effect of
temperature variation on the properties of the fluid is negligible.
The flow medium is air, which is a Newtonian fluid. We also
assume negligible dissipation effect on temperature and negligible
volume expansion. The non-steady Navier-Stokes and the energy
equation are given by

]ui
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It may be mentioned here that though in the present range of
computation, a steady state solution is expected, we have used the
unsteady formulation and observed the time history of the flow till
it achieved steady state. As such, time marching in such formula-
tions is equivalent of successive under relaxation and is very
popular in solving elliptic equations, Ferziger and Peric@19#.
Studies on slot jets by Laschefski et al.@18# showed that the tran-
sition to turbulence follows the route through periodic doubling
and chaos. The flow-field due to periodic slot jets and knife-jets
became chaotic at Re of 415 and 250, respectively. Therefore, the
other reason of using a transient formulation was to ensure the
steadiness of the flow field. The issue of steadiness has to be
assured from the time trace of velocity rather than assuming it.

Boundary Conditions. At the jet exit, a constant velocity
profile is used. Since 2B is the characteristic length, the jet width

Fig. 1 Schematic comparison of axial jet and knife-jet

Fig. 2 Computational domain for „a… axial and „b… knife-jet
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at the nozzle exit is 0.5. For the knife-jets, as the jet emanates at
an angleq with the horizontal direction, the velocity components
at the inlet are given by:

win52sin~q! (4)

v in56cos~q! (5)

The above distribution assures that the amount of mass and mo-
mentum flux for knife-jets are same as in the case of axial jet. The
6 sign indicates that the horizontal components of the exit veloc-
ity at the left and right sides of the slot are in opposite direction.
While for the axial jet, the jet emanates atz51.0, for the knife jets
there are two openings on the left and right side~each at 0.5 unit
from the center-line atz51.0!.

Dirichlet type of boundary condition is applied on all the walls.
While the velocity of the impinging surfacevs is directly pre-
scribed, the velocities at the fixed walls were set at zero.

The present geometry allows the inflow from the ambient into
the computational domain due to the entrainment effect by jet
flows. The amount of backflow at the exit planes is unknown.
Consequently, the exit boundary condition has to fulfill the con-
dition of mass conservation. Laschefski et al.@18# have shown
that for the given configuration of impinging jets, the vanishing
gradient can not be used on the exit boundaries. In their numerical
code based on SIMPLEC algorithm, they used vanishing gradient
of pressure correction. In the present work, following@20–21# we
have used

pexit plane50.7 pinterior10.3p` . (6)

Thus the pressure at the exit plane is an interpolated value of
the ambient pressure and the adjacent cells. In earlier investiga-
tions in the turbulent regime@10,14,15#, this boundary condition
was successfully employed.

In the present work, while the jet is assumed to be at ambient
temperature (Tin50.0), the non-dimensional plate temperatureTs
was fixed at unity.

Method of Solution
The conservation equations for momentum and energy were

solved by a fractional step finite difference technique due to Kim
and Moin@22#. The Adams–Bashforth scheme is used to get sec-
ond order time discretization for the convective terms. The spatial
discretization scheme uses central difference formulation which is
of second order accuracy. Crank-Nicholson scheme is employed
to discretize the diffusive terms.

The time discretization of the Navier-Stokes equations can be
written as
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Replacement of the velocity of the following time stepui
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an intermediate velocityui*
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yields the following term
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Application of Eq.~1! to Eq.~9! gives finally the Poisson equa-
tion for the pressure field

D2pn115
1

Dt
Dui* . (10)

Once the pressure field is solved, Eq.~10! yields the final velocity
field

ui
n115ui* 2Dt¹pn11 (11)

Results and Discussions
In the present work, a 15231203102 stretched grids with the

finest grid ofDZ50.0025 near the impinging surface have been
employed. This enables the observation of flow structure in suffi-
cient detail. The code has been validated by comparing the results
with the studies of Chen et al.@9#, as shown in Fig. 3~a!. The
discrepancies can be attributed to the fact that while they have
studied the two-dimensional configuration, we simulated a three-
dimensional situation with entrainment at the boundaries. From
Fig. 3~b! it can be readily observed that the results for the station-
ary surface also agree well with the results of Laschefski et al.
@13#. However, the values are slightly lower for the present com-
putation. The stagnation Nusselt number from the present code
was very close to that reported by Chou and Hung@23# and van
Heiningen et al.@24#.

Two-dimensional simulations with 1523102 grids and periodic
boundary conditions were also performed for a stationary surface
and also at Re5200 withvs50.5. The skin friction coefficient and
Nusselt number distribution curves deviated by more than 10 per-
cent except the boundaries. For example, in the two-dimensional
simulation, the value of average Nusselt number at Re5200 and
vs52.0 was 4.63 as against 5.34 from the three-dimensional
simulation. However, the results from the two-dimensional simu-
lation agree within 5 percent with that of Chen et al.@9#. It may be
mentioned here that in realistic situations the slots will be of finite
width with the entrainment effect at the boundaries and thus the
results of three-dimensional simulation is more realistic. Grid in-
dependence of the present study was ascertained by comparing the
Nu value at 1323102382, 15231223102 and 17231423122

Fig. 3 Comparison of Nu distribution with the results of „a…
Chen et al. †9‡ „v sÄ1.0… and „b… Laschefski et al. †13‡ „Re
Ä200, v sÄ0, i.e., fixed surface …
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grids for Re5200 andvs50.5. The average Nusselt numbers were
5.31, 5.4, and 5.43, respectively in the increasing order of grid
numbers. It was observed from these data that the value of Nu due
to the present grid mesh differed from that of the extrapolated
grid-insensitive situation by about 2 percent.

The heat transfer due to the jet can be represented by the Nus-
selt number distribution over the impingement plate. Under the
present non-dimensionalization scheme, the Nusselt number is
evaluated as the temperature gradient

Nu52
]T

]zU
S

(12)

The Nusselt number distribution can be averaged on the surface
areaA to obtain a global Nusselt number

Nu5
1

A E E Nu~x,y!dxdy (13)

It has been already mentioned that we have used the transient
formulation. The velocity traces at three monitoring points were
observed and analyzed using Fourier transformation. It was found
that the flow is steady at all surface velocities for the axial jet.
However, for the knife-jet the flow field is periodic at Re5200
andvs52.0. Thus atvs52.0, time-averaged value of Nu has been
reported. To calculate the time-average 20 periodic cycles were
used.

The velocity vectors at different plate velocities for the axial
and the knife-jet iny-z mid-plane are shown in Figs. 4 and 5,
respectively. The flow structure of knife-jet is significantly differ-
ent from axial jets. However, for both types of jets, it can be
envisaged that at higher range of plate velocity, the vortical flow
structures are less dominant and the flow at the vicinity of the
impinging plate strongly attaches itself with the plate surface. The
vortex structure with a flow-separation zone at the lower-left cor-
ner shifts in the direction of surface motion asvs increases. At
very high values ofvs , i.e.,o(1), flow separation no longer takes

place. At higher surface velocities, flow magnitudes in the interior
of the domain become smaller indicating significant reduction in
mixing and thus energy exchange.

Figures 6~a!and 6~b!show the variation of time and width-
averaged~i.e., averaged inx-direction! Nusselt number at Re

Fig. 4 Velocity vectors for axial jet at y -z midplane at Re
Ä100 for „a… v sÄ0.1, „b… 0.5, „c… 1.0, and „d… 2.0

Fig. 5 Velocity vectors for knife-jet at y -z midplane at Re
Ä100 for „a… v sÄ0.1, „b… 0.5, „c… 1.0, and „d… 2.0

Fig. 6 Width-averaged Nusselt number distribution at Re
Ä100 for „a… axial jet and „b… knife-jet „plate motion in
y -direction …
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5100 for axial and knife-jets respectively at different surface ve-
locities. For the axial jet, as the point of flow separation moves in
they direction, the local minima in the Nu-distribution curve also
shifts rightwards with increasingvs . At vs50.1, the profile devi-
ates slightly from the symmetric distribution observed in case of a
stationary surface and heat transfer is maximum at abouty51.9,

i.e., somewhat left of the centerline of the jet. In other words, the
maximum of heat transfer distribution moves upstream of the di-
rection of the plate movement. Atvs50.5, the magnitude of the
peak value reduces and the peak-point shifts about half the value
of B downstream, i.e., in the direction of the plate movement.
When the plate velocity is equal the jet velocity (vs51.0), an
inclined s-shaped distribution pattern is formed and while the
peak value reduces, it also shifts further right by about the jet
width from the center. Atvs52.0, the profile becomes almost flat.
It can also be observed that with increasingvs heat transfer in the
middle of the domain decreases but in the vicinities of the adja-
cent jet increases. For the vectored jets, two peaks corresponding
to the two faces of the issuing jets are clearly discernible at rela-
tively lower plate speed. The lower peak can be observed in the
downstream of the jet centerline and the ratio of the two peak
values are about 1.1 and 1.4 forvs50.1 and 0.5, respectively. At
vs51.0, a single peak occurs. As in axial jet, the distribution

Fig. 7 Scaling of local heat transfer distribution with Re for „a…
axial and „b… knife-jet „plate motion in y -direction …

Fig. 8 Width-averaged friction factor distribution at Re Ä100
for „a… axial and „b… knife-jet „plate motion in y -direction …

Fig. 9 2-D distribution of Nu for axial jet at Re Ä100 for „a… v s
Ä0.1, „b… 0.5, „c… 1.0, and „d… 2.0 „plate motion in y -direction …
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pattern flattens considerably with increasingvs and the total heat
transfer reduces. On their studies on laminar slot jets, van Hein-
ingen et al.@24# reported that the distribution of heat transfer over
the impinging plate scales with Re0.5. In Fig. 7, heat transfer re-
sults are shown with the modifiedy-axis, scaled with an appropri-
ate power of Re. It is interesting to note from Fig. 7~a! that even
for a moving surface local heat transfer due to axial slot jet scales
with Re0.5. However, for the case of the knife-jet, the scaling is
better at Re0.55.

In Fig. 8, the distribution ofy-component of friction coefficient
for these two types of jets are presented. The heat transfer pattern
is closely linked to the flow structure. It can be seen from Fig. 8
that cf y is always negative at highervs , indicating that the plate
motion is no longer aided by the flow and flow separation does not
take place. Thus flow in the immediate plate vicinity is mostly
influenced by the surface velocity and less affected by jet struc-
ture, thereby producing a more uniform heat transfer field. As
evident from the flow structures, fluid transport in the vertical
direction just adjacent to the plate reduces with increasing surface
speed. This in turn reduces the energy convection from the plate
and reduces the total amount of heat transfer.

Figure 9 shows the three-dimensional plots of time-averaged
Nusselt number distributions on the impingement surface for the
axial jet at surface velocities of 0.1, 0.5, 1.0, and 2.0. As the jets

follow a swirling path after it emanates from the nozzle@14#, the
hydrodynamic and thermal boundary layers along thex-direction
will vary. In turn, the Nusselt number has a strong spatial depen-
dence inx-direction. At the entrainment boundaries~i.e., x50.0
and 5.0!, local enhancement can be clearly observed from these
figures. With increasing plate velocity, the local peaks are shifted
further from the center and the original saddle like distribution
observed over a stationary plate transforms into a flatter surface,
indicating reduction in heat transfer. The profiles of heat transfer
and skin friction distribution for the axial jets follow the trend
predicted by Chen et al.@9#. The quantitative difference can be
attributed to three-dimensionality of the present investigation and
use of a very fine grid. In Fig. 10, three-dimensional distribution
for the knife-jet atvs50.1 and 0.5 is presented. At higher surface
velocity (vs;1.0) the distribution pattern assumes a flat profile as
observed for axial jets. However, the amount of heat transfer is
relatively higher for the axial jets compared to the knife-jets as
shown in Table 1.

In Table 1, the results with the values of global Nusselt num-
bers for the calculated range of surface velocity are provided. The
computed values of Nu in axial jets for the stationary surface are
in agreement with Laschefski et al.@13#. For the case of a moving
plate, the calculated values are higher by about 10 percent com-
pared to the results of Chen et al.@9#. Comparisons could not be
made for the case of the vectored jets due to unavailability of
literature. The bracketed terms in the table indicate the percentage
reduction in heat transfer with increasing plate speed. It can be
observed that at higher Re, for both the axial jet and the knife-jet,
the reduction in heat transfer is more. Finally, it can be concluded
that in the laminar region, vectoring of the jet does not enhance
heat transfer over a moving plate for the same amount of mass and
momentum flux at the jet exit.

Concluding Remarks
Heat transfer due to impinging slot jets on a moving surface has

been studied in the laminar range. While with increasing plate
speed, Nusselt number distributions tend to be more uniform, the
total heat transfer reduces. At higher velocities of the impinging
surface, flow field on the plate mostly attaches itself with the plate
and flow separation does not take place. Unlike the case of turbu-
lent slot jets, the heat transfer from the axial jets in the laminar
flow regime are found to be greater by about 30 percent than that
from the knife-jets with an exit angle of 60 deg.

Nomenclature

A 5 area of the impingement plate
a 5 thermal diffusivity
B 5 slot nozzle width

Cf y 5 y-component of friction coefficient (]v/]y)
H 5 height of the computational domain
h 5 nozzle-to-plate spacing

h8 5 heat transfer coefficient
k8 5 thermal conductivity
L 5 nozzle length

Nu 5 Nusselt number (h82B/k8)
p 5 pressure

Pr 5 Prandtl number
Re 5 Reynolds number (win2B/y)
T 5 temperature
t 5 time
u 5 velocity component inx-direction
v 5 velocity component iny-direction
w 5 velocity component inz direction
W 5 width of the computational domain

x, y, z 5 spatial coordinates

Greek Symbols

n 5 kinematic viscosity
q 5 exit-angle of the jet

Fig. 10 Two-dimensional distribution of Nu for knife-jet at Re
Ä100 for „a… v sÄ0.1 and „b… 0.5 „plate motion in y -direction …

Table 1 Global Nusselt number

Bracketed term indicates % reduction in Nu compared to the stationary case
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Subscripts

` 5 ambience
av 5 average
in 5 at jet exit
s 5 impinging surface

Superscripts

n 5 current time step
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Laminar Fluid Flow and Heat
Transfer in a Lid-Driven Cavity
Due to a Thin Fin
A finite-volume-based computational study of steady laminar flow and heat transfer (ne-
glecting natural convection) within a lid-driven square cavity due to a single thin fin is
presented. The lid moves from left to right and a fixed thin fin can be positioned perpen-
dicular to any of the three stationary walls. Three fins with lengths equal to 5, 10, and 15
percent of the side, positioned at 15 locations were examined for Re5500, 1000, 2000,
and Pr51 (total of 135 cases). Placing a fin on the right wall brings about multi-cell
recirculating vortices compared to the case without a fin that exhibits a primary vortex
and two small corner cells. A fin slows the flow near the anchoring wall and reduces the
temperature gradients, thus degrading heat transfer capacity. A fin positioned near the top
right corner of the cavity can reduce heat transfer most effectively in cases with all three
different Reynolds numbers and lengths. Regardless of the Reynolds number, placing a fin
on the right wall—compared to putting a fin on the left and bottom walls—can always
enhance heat transfer on the left wall and at the same time, reduce heat transfer on the
bottom, right and top walls. A long fin has the most marked effect on the system’s heat
transfer capabilities. Mean Nusselt number was successfully correlated to the Reynolds
number, length of the fin and its position.@DOI: 10.1115/1.1517272#

Keywords: Cavities, Convection, Finned Surfaces, Heat Transfer, Vortex

Introduction
Knowledge of fluid flow and heat transfer in a rectangular cell

modified by the presence of vertical or horizontal plate fins is of
great interest because introduction of thin fins is one way to con-
trol heat transfer in various engineering applications. Laminar
natural convection in differentially heated cavities with internal
fins ~partitions! has been studied extensively, for example@1,2#
among others. The high packaging density and increasing heat
flux from the electronic modules have necessitated the use of
forced convection in electronic cooling practices. The existence of
chips or boards in a rectangular cell could have significant effect
on the resulting flow field and heat transfer. No attention has been
given to investigation of shear-driven cavity with isothermal fins
@3#. Such problems are, however, commonly encountered, e.g.,
estimation of heat loss of electronic packages in a closed cavity,
design of various drying devices and decreasing the heat loss in
various engineering applications. Besides being a simple bench-
mark geometry for study of complex flow phenomena, a cavity
system can simulate a lubricating groove between sliding plates or
approximate the separated flow in a surface cavity with an exter-
nal stream flowing over it.

In spite of its simplicity, the lid-driven cavity flow is a classic
benchmark problem for studying a number of interesting fluid
flow phenomena. A great number of studies have focused on this
problem and an excellent review paper was recently reported by
Shankar and Deshpande@3#. In general, interest has focused on
low Reynolds number laminar regime for square cavities~@4#,
among many others who assumed two-dimensional flow!. Others
have concentrated on studying deep slender cavities@5# and onset
of instabilities limited to two-dimensional flows@6,7#.

The objective of this study was to determine the effect of very
thin fins at different positions on the two-dimensional flow field,
heat transfer and drag force of the moving wall. Three different
orientations of the fin are studied where the fin protrudes from one

of the three stationary walls, namely the left, bottom or right
walls. Numerical solutions are obtained over a range of the Rey-
nolds number. The dependence of fluid flow and heat transfer on
the length and location of the fin is studied in detail. It should be
noted that real flows for the range of the Reynolds number studied
for lid-driven cavities with no fins are expected to be three-
dimensional@3# and it is not clear as of now if the presence of a
fin will be a stabilizing effect to the flow system.

Problem Formulation
The proposed physical model for a two-dimensional lid-driven

cavity with a fin is shown in Fig. 1. The top wall is moving at the
speed ofU lid from left to right, whereas the remaining three walls
are stationary. The moving wall is maintained at a temperature
(Th) different from the remaining walls of cavity (Tc), with Th
.Tc . A thin fin that is made of a highly-conductive material can
attach to different positions on the left, bottom, or right walls. The
temperature of the fin is maintained at the temperature of the wall
to which it is attached, so the Biot number is much smaller than 1.
The effect of natural convection is neglected, so the ratio Gr/Re2

is taken to be much smaller than 1. A special coordinate system~s!
along the walls is adopted with its origin atx50 andy5H, as
identified by the dashed lines in Fig. 1. The coordinate of the fin
(sp) indicates the position of the fin, i.e.,sp50 to H ~left wall!,
sp5H to H1L ~bottom wall!, andsp5H1L to 2H1L ~right
wall!. In order to investigate the effect of the fin’s length 1p , three
values of 1p equal to 5 percent, 10 percent, or 15 percent of
enclosure’s lengthL are studied. A dimensionless variable for the
length of the fin is defined as,51p /L. The fin can be attached to
five possible locations that are equally spaced on the left, bottom
or right walls.

Dimensionless Form of the Governing Equations. The fluid
within the enclosure is an incompressible fluid and the fluid prop-
erties are constant. The flow within the enclosure is assumed two-
dimensional, steady and laminar. The gravity effect and viscous
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dissipation are neglected. Dimensionless form of the governing
equations can be obtained via introducing dimensionless vari-
ables:

X5
x

L
, Y5

y

L
, U5

u

U lid
, V5

v
U lid

,
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p

rU lid
2 , u5

T2Tc

Th2Tc
. (1)

The governing equations of continuity, momentum and thermal
energy are then written in dimensionless form:
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The Reynolds number is defined as Re5UlidL/n and the Prandtl
number is Pr5n/a. The dimensionless form of the boundary con-
ditions can be expressed as follows

at X50,1 and Y50: U5V50,u50,

at Y51: U51,V50,u51, (6)

on the fin: U5V50,u50.

Therefore, Re, Pr,Sp5sp /H and, are the dimensionless vari-
ables that govern this problem. In this study, the Prandtl number
of the fluid is fixed to 1.

Computational Details. The steady-state governing equa-
tions were solved by the finite-volume-method using Patankar’s
@8# SIMPLE algorithm. A two-dimensional uniformly-spaced
staggered grid system was used. Hayase et al.’s@9# QUICK
scheme was utilized for the convective terms, whereas the central
difference scheme was used for the diffusive terms. In order to
keep consistent accuracy over the entire computational domain, a
third-order-accurate boundary condition treatment suggested by
Hayase et al.@9# was adopted.

Grid Independence Study. In order to determine the proper
grid size, a grid independence test was conducted for the Rey-
nolds number of 1000 in a square cavity with a fin positioned at
the middle of the bottom wall. The length of the fin was set to be
50 percent of L. Seven different grid densities (40340, 60360,
80380, 1003100, 1203120, 1503150 and 2403240) were
used.

The minimum value of the stream function of the primary vor-
tex (cmin) is commonly used as a sensitivity measure of the accu-
racy of the solution. Another monitored quantity, the dimension-
less drag coefficient (Cd) of the moving lid is defined as:

Cd5
Fd

rU lid
2 WL

, (7)

whereW is the width of cavity (W51) andFd is the drag force
on the moving wall. Comparison of thecmin andCd values among
seven cases@10# revealed that 1503150 and 2403240 grid den-
sities gave nearly identical results but 80380 and coarser grid
systems predicted substantially smaller values. Considering both
the accuracy and the computational time, the following calcula-
tions were all performed with a 1503150 uniformly-spaced grid
system.

Parameters for Numerical Simulations. Tolerance of the
normalized residuals upon convergence is set to 1026 for every
calculation case. The under-relaxation parameters foru, v, andT
are all set to 0.6, whereas under-relaxation parameter for pressure
correction is set to 0.3. However, converged solutions can not be
obtained for 4 cases (Re52000,,50.15, andSp50.33, 0.5, 0.67
and 0.83!. To achieve converged solutions for these cases, it was
necessary to retain the unsteady terms in the momentum and en-
ergy equations. The temporal derivatives were approximated us-
ing a second-order implicit difference scheme, namely the three-
time-level scheme. The success of the time-dependent method
over the stationary one suggests that for these parameters a turn-
ing point in the parameter space is being approached.

Results and Discussion
In order to understand the flow field and heat transfer charac-

teristics of this problem, a total of 135 cases were calculated. This
involved studying the effect of a fin attached at 5 evenly-spaced
positions on the left, bottom or right walls. The Reynolds numbers
are 500, 1000, and 2000, and the fin’s length can be 5 percent, 10
percent, and 15 percent of the width of the cavity. All the calcu-
lations were performed on a Cray SV1 of the Alabama Supercom-
puter Network, located in Huntsville, Alabama.

Flow and Heat Transfer in the Lid-Driven Cavity Without
Fins. It is necessary to look at the flow fields and temperature
fields in a cavity without the fin before we analyze the actual cases
for this study. Figure 2 shows the streamlines and temperature
fields in a lid-driven cavity for Re5500, 1000, and 2000. With the
increasing of the Reynolds number, a new vortex appears near the
left wall’s top corner and the dominance of the primary clockwise-
rotating cell remains unchanged, whereas the two counter-
clockwise-rotating cells at the corners of the bottom wall gain
prominence. All the three streamline fields were plotted with the
same contour level settings. So it is easy to notice that the stream-
lines are more skewed and packed on the right side with the in-
creasing of the Reynolds number. Because of this, the gradient of
temperature fields near every wall becomes higher that indicates
the enhancement of heat convection near the wall with the in-
creasing of the Reynolds number. As discussed in great detail by
Shi @10#, these computed flow fields agree with Ghia et al.’s@4#
results very well, whereas the temperature fields agree with results
of Torrance et al.@11#. The close agreement with benchmark lit-
erature indicates the efficacy of the numerical methodology that
was utilized.

Fig. 1 Physical geometry and the coordinate system
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Flow Fields in a Lid-Driven Cavity With a Thin Fin. Fig-
ures 3~a–c! show the flow fields for a lid-driven cavity (Re
5500) with a fin at three representative positions for different
lengths of the fin,,50.05, 0.1, and 0.15, respectively. The plots
in the left, middle, and right columns correspond to cases with the
fins positioned on the left, bottom and right walls of the cavity,
respectively. Examining the streamline patterns for Re5500 and
,50.05—three of which are shown in Fig. 3~a!, one can conclude
that placing a 0.05 thin fin at various positions only changes the
flow fields near the fin except for the case of the fin placed at
Sp52.67. If the fin is positioned away from the two small
counter-clockwise-rotating vortices at the corners of the bottom
wall, weak counter-clockwise-rotating vortices form on both sides
of the fin. The vortex with lowerS coordinate value naturally is
stronger due to the direction of the bulk spinning fluid. If the fin is
placed within the two small vortices at the corners of the bottom
wall, due to the short length of the fin, the effect is localized
within these vortices. Overall, the character of the dominant
clockwise-rotating vortex in the cavity remains unchanged asSp

increased. An interesting flow phenomenon occurred whenSp
52.67 ~not shown in Fig. 3~a!!, where the two small counter-
clockwise-rotating vortices on the bottom wall merge to form a
big counter-clockwise-rotating vortex. At the same time, the cen-
ter of main clockwise-rotating vortex moved upward and the
value of stream function at its center decreased. These flow field
behaviors carry over to other cases with the increase of the length
of the fin. From Figs. 3~b! and 3~c! one can observe that the
above-mentioned merging of vortices occurs with a 0.1L fin
placed atSp52.5, 2.67, and 2.83, and a 0.15L fin at Sp52.33, 2.5,
2.67, and 2.83~two of which are shown on the right column for
Sp52.5). In these cases, the newly-merged counter-clockwise-
rotating vortex almost fills all the space in the cavity between the
fin and the bottom wall. As for the flow in the vicinity of the
longer fins in Figs. 3~b!and 3~c!, these local disturbances are
more pronounced compared to those observed in Fig. 3~a!. In
comparison with Fig. 2, the flow patterns in the cavity with a fin
on the right wall look very different from that in the cavity with-
out a fin. In general, a fin placed on the right wall brings about
more changes to the flow field than fins on the left or bottom
walls. The flow fields for Re51000 for different lengths of the fin,
,50.05, 0.1, and 0.15, exhibit flow patterns similar to those for
Re5500 and are not presented here, but can be found elsewhere
@10#. With the increase of the Reynolds number, the vortices
formed due to the presence of the fin are generally enhanced.

Figures 4~a–c! show the flow fields for Re52000 with fins
placed at five representative positions for different lengths of the
fin, ,50.05, 0.1, and 0.15, respectively. Similar to the flow fields
described above for Re5500 and 1000, all these cases exhibit
identical trends. But it is also noticed that when a fin is positioned

Fig. 2 Steamlines and temperature fields for the lid-driven
cavity without fins for Re Ä500, 1000, and 2000 „contour level
increments of the primary vortex and temperature are 0.1 and
0.05, respectively …

Fig. 3 Flow fields for fins at different positions with Re Ä500:
„a… øÄ0.05, „b… øÄ0.1, and „c… øÄ0.15
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at Sp52.5, the 0.1Lor 0.15L fins ~Figs. 4~b!and 4~c!, respec-
tively! can give rise to a second clockwise-rotating vortex, located
at the left corner of the bottom wall. Cases with a 0.1L or 0.15L
fin at Sp52.67 show two clockwise-rotating vortices at the cor-
ners of the bottom wall. But for the case with a 0.05L fin at the
same position~Fig. 4~a!!, a big counter-clockwise-rotating vortex
between the bottom and top clockwise-rotating vortices was ob-
served. In summary, the flow patterns not only depend on the
position of fin but also depend on the length of fin. Cases with
different lengths of the fin at the same position exhibit different
flow pattern structures. Another interesting point from the obser-
vation of the Re52000 cases is the merging of two clockwise-
rotating vortices into a big clockwise-rotating vortex when a
0.15L fin is attached atSp50.5 or 0.67. The variation of the drag
coefficient~Eq. 7! with position of the fin, length of fin and the
Reynolds number was studied in comparison to the cases with no

fin (Cd50.0588, 0.0359, and 0.0229 for Re5500, 1000, and
2000, respectively!. It was observed that the drag coefficient in-
creases upon lowering Re. The drag coefficient also is bigger
when the fin is attached at most positions on the left or right walls
and it rises with the increase of the length of fin. Placing a fin at
any position on the bottom wall changes the value ofCd only less
than 2 percent.

Temperature Fields in a Lid-Driven Cavity With a Thin Fin.
Figures 5~a–c! show the contours of dimensionless temperature
~u! for a lid-driven cavity (Re52000) with a fin at five represen-
tative positions for,50.05, 0.1, and 0.15, respectively. The value
of u on the moving wall is 1, whereas the value ofu on the other
three walls and the fin is zero, and the contour levels are incre-
mented by 0.05. Since natural convection is neglected in this

Fig. 4 Flow fields for fins at different positions with Re Ä2000: „a… øÄ0.05, „b…
øÄ0.1, and „c… øÄ0.15
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study, the energy equation does not influence the momentum
equation, however the temperature distribution is closely related
to the flow field. Comparing Figs. 5~a! and 2, a 0.05Llong fin at
most positions only changes the temperature distribution locally
and the rest of the cavity remains unaffected. This is because the
main flow vortex has not changed upon introduction of a 0.05L
long fin and the fin only changes the velocity distribution locally.
As mentioned before, a 0.05L long fin atSp52.5, 2.67, and 2.83
~Fig. 4~a!!, a 0.1Llong fin atSp52.33, 2.5, 2.67, and 2.83~Fig.
4~b!! or a 0.15L long fin at Sp52.33, 2.5, 2.67, and 2.83~Fig.
4~c!! can cause merging of two counter-clockwise-rotating vorti-
ces into a big counter-clockwise-rotating vortex and appearance of
other vortices at the ends of the bottom wall. Since the stream
function value at the center of these vortices are much smaller
than that at the center of the clockwise-rotating vortex next to the
moving lid, the flow moves slower within these vortices and thus

decreased heat transfer capability is expected. As a result, the
temperature gradients in the corresponding regions~Figs. 5~b!and
5~c!! have decreased in above cases evident from the parting of
the contour levels from each other.

Temperature fields for Re5500 and 1000 for different lengths
of the fin, ,50.05, 0.1, and 0.15 are not shown here~see@10#!.
Among the three fins, the 0.15L fin has the most marked effect on
the temperature distribution. Compared with temperature fields
without a fin in Fig. 2, the existence of the fin generally slowed
the flow moving near the wall with a fin and at the same time
reduced the temperature gradients, thus degrading heat transfer
capacity of that wall.

Variation of the Local Nusselt Number on the Walls of the
Cavity. In order to evaluate how the presence of the fin affects

Fig. 5 Temperature fields for fins at different positions with Re Ä2000: „a… ø
Ä0.05, „b… øÄ0.1, and „c… øÄ0.15 „contour level increment of 0.05 …
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the heat transfer rate along the four walls, it is necessary to define
the local Nusselt number on the left, bottom, right and top walls.
These are defined as

Nu,5
]u

]XU
X50

, Nub5
]u

]YU
Y50

, Nur52
]u

]XU
X51

,

Nut52
]u

]YU
Y51

, (8)

with the subscripts,, b, r, and t referring to the left, bottom, right
and top walls, respectively.

In order to present the local Nusselt number variation, the use
of theScoordinate system was adopted. For example, variation of
the Nu, with Y is plotted in graphical form as Nu, versusS(0
;1). The other three Nusselt numbers (Nub , Nur , and Nut) can
be treated similarly and thus the variation of the local Nusselt
number along the four walls can be presented in one graph with
S50;4. Figure 6 shows the variation of the local Nusselt number
along the four walls of the cavity with a fin placed at 15 different
positions (Re52000) for fins with length 0.15. In each diagram,
the variation of the local Nusselt number on the four walls for the
cases of no fin is shown as solid lines and denoted by the symbol
~NP, that stands for no partition!. It was concluded that the pres-
ence of the fin on the left and bottom walls (0,S,2) only de-
grades heat transfer rate locally for shorter fins and heat transfer
rates on all the other walls do not change appreciably, except for
the case of the longest fin~Fig. 6!. But a fin positioned on the right
wall (2,S,3) not only degrades the heat transfer rate locally,

but also has marked effect on the other walls. Specifically, a 0.05L
fin positioned atSp52.67 and 2.83 brings about heat transfer
enhancement on the top half of the left wall and heat transfer
reduction on the bottom half of the left wall, and the entire right
and top walls. Similar results were observed for Re51000 cases.
On the other hand, an,50.05 fin atSp52.5 and 2.67 with Re
5500 enhances the heat transfer on the left wall and decreases
heat transfer rate on the bottom, right, and top walls. Comparing
Fig. 6 with results for the low Reynolds number case of 500, it is
concluded that the fin has marked effect on changing the local
Nusselt number with increase of the Reynolds number and the
length of the fin. A fin positioned near the top right corner of the
cavity can reduce heat transfer most effectively in cases with all
three different Reynolds numbers and lengths. Given a Reynolds
number, a long fin has the most marked effect on changing heat
transfer along the walls.

Variation of the Average Nusselt Number on the Walls of
the Cavity. The average~or mean!Nusselt number,Nu, for
every wall can be obtained by integrating Eq.~8!, as given below:

Nu,5E
0

1

Nu,dY, Nub5E
0

1

NubdX,

Nur5E
0

1

NurdY, Nut5E
0

1

NutdX. (9)

Table 1 gives the values of the mean Nusselt number for every
wall for Re5500, 1000, and 2000 for a lid-driven cavity without a
fin. From the table, one can see that the mean Nusselt number on
every wall increases with the rise of the Reynolds number. The
right wall has the best heat transfer rate, whereas the bottom wall
offers the worst heat transfer rate among the left, bottom and right
walls. Also note that the sum of the mean Nusselt numbers for the
left, bottom and right walls equals the mean Nusselt number of the
top wall.

In order to study the effect of the fin on the average heat trans-
fer rate for every wall in a lid-driven cavity, we introduce a vari-
able called the Nusselt Number Ratio~NNR!, with its definition
given as:

NNR5
Nuuwith a fin

Nuuwithout a fin

. (10)

Values of NNR for every wall (NNR, , NNRb , NNRr , and
NNRt) can be obtained according to Eq.~10!. Value of NNR
bigger than 1 indicates the heat transfer rate is enhanced on that
surface, whereas NNR less than 1 indicates the heat transfer rate is
reduced. The mean Nusselt number for every wall can be obtained
from the product of NNR and mean Nusselt number for that wall
in Table 1.

Figure 7 shows the variations of NNR for every wall with fin’s
position for Re52000 and,50.15. It is observed that placing a
fin on the right wall can always enhance heat transfer on the left
wall and at the same time, reduce heat transfer on the bottom,
right and top walls. This is true for all other Reynolds numbers,
except for the Re5500 case with a fin atSp52.83 which causes
heat transfer enhancement on the bottom wall instead of reducing
it. Putting a fin on the right wall can bring about the greatest

Fig. 6 Variation of the Nusselt number along four walls of the
cavity with fins at different positions „ReÄ2000,øÄ0.15…

Table 1 Mean Nusselt number on every wall without a fin
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change of heat transfer rate on every wall compared to putting a
fin on the left and bottom walls. As expected, a long fin has the
most marked effect on the system compared to a short fin. Putting
a fin at the middle of the left or right walls also causes the greatest
effect compared to any other position on these two walls. Heat
transfer on the bottom wall can be reduced more easily than left or
right walls.

Variation of the Average Nusselt Number for the Cavity.
In order to evaluate the overall heat transfer for the cavity, we
should look at the average Nusselt number for the whole system.
The average Nusselt number for a square lid-driven cavity with a
fin is given as:

Nu5
1

312,
3S E

0

1

Nu,dY1E
0

1

NubdX1E
0

1

NurdY

1E
0

,

Nuf uside 1dX1E
0

,

Nuf uside 2dXD , (11)

where Nuf is the local Nusselt number on the two sides of the thin
fin. These are defined:

Nuf uside 15
]u

]YU
side 1 of fin

, (12)

Nuf uside 252
]u

]YU
side 2 of fin

. (13)

Equations 11 to 13 are applicable for a horizontal fin attached to
either left or right walls. Similar equations can be obtained for a
vertical fin that is attached to the bottom wall.

Figures 8~a–c! show the variations of the mean Nusselt number
with the position of the fin. It can be seen that a fin placed on the
right wall can reduce the mean Nusselt number of the system
dramatically. A cavity with a fin placed at the middle of the left or
bottom walls has the lowest mean Nusselt number compared to a
fin placed at any other position on those walls. For a given posi-
tion of the fin, the mean Nusselt number increases with the in-
crease of the Reynolds number and decreases with the increase of
the length of the fin. Comparing these three figures, the range of
the variation of the mean Nusselt number is small for a short fin at
different positions on the left and bottom walls, whereas longer
fins give rise to greater variability of the heat transfer rate.

Availability of a correlation for the mean Nusselt number is
necessary for the design of similar systems. A correlation in the
form of the mean Nusselt number as a function of the Reynolds
number, the length of the fin and the position of the fin was ob-
tained. Based on the trends exhibited in Figs. 8~a–c!, the general
form of the correlation was assumed to be:

Nu5~a1j21a2j1a3!Reb,c, (14)

with j5Sp2 bSpc ~b-c is thefloor function!. The values of the co-

efficients a’s, b, andc are summarized in Table 2. The general
trends of these correlations are shown in Fig. 9 where the com-
puted mean Nusselt numbers for every computed case and the
curve fitting correlations are presented.

Fig. 7 Variation of NNR for every wall with fin’s position „Re
Ä2000,øÄ0.15…

Fig. 8 Variation of the mean Nusselt number with positions of
fins: „a… øÄ0.05, „b… øÄ0.1, and „c… øÄ0.15

Table 2 Correlation coefficients, a1 , a2 , a3 , b and c
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Conclusions

1. The flow patterns due to a fin placed on the right wall can
bring about multi-cell recirculating vortices compared to the
case without a fin that exhibits a primary vortex and two
small corner cells. Placing a fin on the left or bottom walls
modifies the flow slightly, whereas longer fins cause more
marked changes to the flow field.

2. The presence of a fin slowed the flow near that wall and at
the same time reduced the temperature gradients, thus de-
grading heat transfer capacity on that wall. Among the three
fins studied, the longest fin (0.15L) has the most marked
effect on the temperature distribution.

3. The local Nusselt number on the wall with the fin changes
markedly with increase of the Reynolds number and the
length of the fin. A fin positioned near the top right corner of
the cavity can reduce heat transfer most effectively for all
Reynolds numbers and fin lengths. A long fin has the most
marked effect on changing heat transfer along the walls for a
given Reynolds number.

4. Regardless of the Reynolds number, placing a fin on the
right wall—compared to putting a fin on the left and bottom
walls—can always enhance heat transfer on the left wall and
at the same time, reduce heat transfer on the bottom, right
and top walls. A long fin has the most marked effect on the
system’s heat transfer capabilities.

5. The mean Nusselt number of the cavity was successfully
correlated to the Reynolds number, length of the fin and its
position.

Nomenclature

Cd 5 drag coefficient, defined by Eq.~7!
l p 5 length of the fin, m
, 5 dimensionless length of the fin, i.e., 1p /L
L 5 length of the cavity, m

NNR 5 Nusselt number ratio, defined by Eq.~10!
Nu 5 local Nusselt number, defined by Eq.~8!
Nu 5 average or mean Nusselt number, defined by Eq.~9!

s 5 coordinate adopted for distance along the walls, m
S 5 dimensionless coordinate, i.e.,S5s/H

Tc 5 temperature of the left, bottom and right walls, K
Th 5 temperature of the moving lid, K

U lid 5 velocity of the moving lid, m/s

Greek Symbols

u 5 Dimensionless temperature, i.e., (T2Tc)/(Th2Tc)

Subscripts

,, b, r, t 5 related to the left, bottom, right and top walls
p 5 related to the fin~partition!
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Mixed Convection From a
Cylinder With Low Conductivity
Baffles in Cross-Flow
The problem of laminar mixed convection from an isothermal cylinder with low conduc-
tivity baffles in cross flow was solved numerically. The average Nusselt number was
calculated at different combinations of number of baffles, baffle height, Reynolds number,
and buoyancy parameter. The reduction in the Nusselt number is as much as 75 percent.
When using a small number of baffles at low values of buoyancy parameter, an odd
number of baffles reduced the Nusselt number more than an even number of baffles,
especially at high values of Reynolds number. This is not the case at high values of
buoyancy parameter. There is an optimal baffle height, Reynolds number dependent, for
maximum heat transfer reduction beyond which an increase in baffle height does not
result in further decrease in heat transfer.@DOI: 10.1115/1.1518494#

Keywords: Computational, Finite Difference, Finned Surfaces, Heat Transfer, Laminar,
Mixed Convection

Introduction
Laminar convection from a heated cylinder is an important

problem in heat transfer. It is used to simulate a wide range of
engineering applications as well as provide a better insight into
more complex systems of heat transfer. There are several situa-
tions where forced and natural convection occur with relatively
comparable significance. This case is referred to as mixed convec-
tion heat transfer. Accurate knowledge of the overall convection
heat transfer around circular cylinders is important in many fields,
including heat exchangers, hot water and steam pipes, heaters,
refrigerators and electrical conductors. Because of its industrial
importance, this class of heat transfer has been the subject of
many experimental and analytical studies. The problem received
continuous attention since the early work of Morgan@1# and
Churchill and Chu@2#. Work on mixed convection from a smooth
cylinder, no baffles, include that of Badr@3#, Ahmad @4#, and
Abu-Hijleh @5#. Recent economic and environmental concerns
have raised the interest in methods of reducing or increasing the
convection heat transfer, depending on the application, from a
horizontal cylinder. Classical methods such as the use of insula-
tion materials are becoming a cost as well as an environmental
concern. Researchers continue to look for new methods of heat
transfer control. The use of porous material to alter the heat trans-
fer characteristics has been reported by several researchers includ-
ing Vafai and Huang@6#, Al-Nimr and Alkam@7#, and Abu-Hijleh
@8#. Common wisdom has it that baffles can be used to reduce the
heat transfer in both natural and forced convection situations. To
the best of the author’s knowledge, there is no documented work
that details the effect of baffle height and number of baffles used
on the mixed convection heat transfer from an isothermal cylinder
in cross-flow at different values of Reynolds number and buoy-
ancy parameter. This paper presents the numerical results of using
low conductivity baffles on the cylinder’s outer surface in order to
reduce the heat transfer from the cylinder to the surrounding fluid.
The fluid under consideration is air. The elliptic momentum and
energy equations were solved numerically using the stream
function-vorticity method on a stretched grid. This detailed study
included varying the Reynolds number (ReD510, 40, 100, 200),
buoyancy parameter (k50,0.5,1,2,5), number of baffles (B

50, 2, 3, 4, 5, 7, 8, 11, 12, 17, 18), and the nondimensional baffle
height (H50, 0.25, 0.75, 1.5, 3). The baffles were distributed
equally around the cylinder perimeter with the first baffle located
at u50, Fig. 1.

Mathematical Analysis
The steady-state equations for the two-dimensional laminar

mixed convection over a cylinder, including the Boussinesq ap-
proximation, are given by:
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Equations~1!–~4! are subject to the following boundary condi-
tions:

1. On the cylinder surface, i.e.,r 5r o ; u5v50, andT5To .
2. Far-stream from the cylinder, i.e.,r→`; u→U` cos(u) and

v→2U` sin(u). For the temperature,T, the far-stream
boundary condition is divided into an inflow (p/2<u
<3p/2) and an outflow (0<u,p/2 and 3p/2,u<2p)
regions, Fig. 1. The far-stream temperature boundary condi-
tions areT→T` and ]T/]r→0 for the inflow and outflow
regions, respectively.
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3. On the baffle surface;u5v50. Since the baffles are as-
sumed to be very thin and of very low conductivity, there
will be no heat conduction along the baffles. Thus, the tem-
perature at any point along the baffle will be the average
temperature of the fluid just above and below the baffle, i.e.,
Ti j 5(Ti j 111Ti j 21)/2, see Fig. 2. The baffles are equally
spaced around the perimeter of the cylinder.

The average Nusselt number on the cylinder surface, based on
diameter, is calculated as

NuD5
1

2p

D

k E
0

2p

h~u!du52
D

2p E
0

2p ]T~r o ,u!/]r

~To2T`!
]u (5)

The following nondimensional groups are introduced:

R[
r
r o

, U [
u

U`
, V [

v
U`

f [
~T2T`!

~To2T`!
, P [

~p2p`!
1
2 rU`

2
(6)

Using the steam function-vorticity formulation, the nondimen-
sional form of Eqs.~1!–~4! is given by

v5¹2c (7)

Fig. 1 Schematic of the flow field and physical parameters

Fig. 2 Schematic of the finite difference grid in the physical
„left… and the computational „right… domains

Fig. 3 Code verification for the case of a smooth cylinder

Fig. 4 Variation of the normalized Nusselt number with num-
ber of baffles at different values of baffle height and buoyancy
parameter, case of Re DÄ10
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where the nondimensional stream-function and vorticity are given
by
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The new nondimensional boundary conditions for Eqs.~7!–~9! are
given by

1. On the cylinder surface, i.e.,R51.0; c5]c/]R50, v
5]2c/]R2, andf51.0.

2. Far-stream form the cylinder, i.e.,R→`; 1/R (]c/]u)
5cos(u) and (]c/]R)5sin(u). For the nondimensional tem-
perature,f50 and (]f)/(]R)50, for the inflow and out-
flow, respectively.

3. On the baffle surface;c50, v52(1/R2)(]2c/]u2), and
f i j 5(f i j 111f i j 21)/2.

In order to accurately resolve the boundary layer around cylin-
der, a grid with small radial spacing is required. It is not practical
to use this small spacing as we move to the far-stream boundary.
Thus a stretched grid in the radial direction is needed@9#. This
will result in unequally spaced nodes and would require the use of
more complicated and/or less accurate finite difference formulas.
To overcome this problem, the unequally spaced grid in the physi-
cal domain (R,u) is transformed into an equally spaced grid in the
computational domain~j,h! @9#, Fig. 2. The two domains are re-
lated as follows:

R5epj, u5ph (11)

Equations~7!–~9! along with the corresponding boundary condi-
tions need to be transformed into the computational domain. In
the new computational domain, Eqs.~7!–~9! are transformed to:
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Fig. 5 Variation of the normalized Nusselt number with num-
ber of baffles at different values of baffle height and buoyancy
parameter, case of Re DÄ100

Fig. 6 Distribution of the local Nusselt around the cylinder for
the case of Re DÄ10 and HÄ3 at different number of baffles, at
kÄ0 „top… and kÄ5 „bottom…. Direction of x-axis reversed to
reflect flow direction.
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where,

E5pepj (15)

The transformed boundary conditions are given by

Fig. 7 Streamline and isothermal contours at different number of baffles „from top: BÄ0, 2, 3, 4, and 5… for the case
of Reynolds number „ReD…Ä10, buoyancy parameter „k…Ä0, and baffle height „H…Ä3
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1. On the cylinder surface, i.e.,j50; c5]c/]j50, v
5(1/p2)]2c/]j2, andf51.0.

2. Far-stream from the cylinder, i.e.,j→`; ]c/]j5E sin(u).
In the inflow region;v→0 andf→0. In the outflow region;
]v/]j→0 and]f/]j→0.

3. On the baffle surface;c50, v52(1/p2)(]2c/]j2), and
f i j 5(f i j 111f i j 21)/2.

The elliptic system of PDEs given by Eqs.~12!–~14!along with
the corresponding boundary conditions was discretized using fi-

Fig. 8 Streamline and isothermal contours at different number of baffles „from top: BÄ0, 2, 3, 4, and 5… for the
case of Reynolds number „ReD…Ä10, buoyancy parameter „k…Ä5, and baffle height „H…Ä3
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nite difference method. The resulting system of algebraic equa-
tions was solved using the hybrid scheme@10#. Such a method
proved to be numerically stable for convection-diffusion prob-
lems. The finite difference form of the equations was checked for
consistency with the original PDEs@9#. The iterative solution pro-
cedure was carried out until the error in all solution variables~c,
v, f! became less than a predefined error level~e!. Other pre-
defined parameters needed for the solution method included the
placement of the far-stream boundary condition (R`) and the
number of grid points in both radial and tangential directions,N
andM, respectively. Extensive testing was carried out in order to

determine the effect of each of these parameters on the solution.
This was done to insure that the solution obtained was indepen-
dent of and not tainted by the predefined value of each of these
parameters. The testing included varying the value ofe from 1023

to 1026, R` from 5 to 50,N from 100 to 200, andM from 100 to
200. The results reported herein are based on the following com-
bination:N5148– 157,M5170– 180,R`520, ande51025. The
variation in the number of grids used in the radial and tangential
direction was baffle number and baffle height dependent. The
variation is required in order to insure that all baffles coincide

Fig. 9 Streamline and isothermal contours at different number of baffles „from top: BÄ0, 4, 5, 8, and 11…
for the case of Reynolds number „ReD…Ä100, buoyancy parameter „k…Ä0, and baffle height „H…Ä0.75
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with one of the grid’s radial lines and that the edge of the baffles
coincide with one of the grid’s tangential lines, Fig. 2. The reso-
lution of the grid used is better than most grids used in published
studies of forced convection from a heated cylinder@11#. Previous
work by the author@5# showed that the mixed convection Nusselt
number can be related to the forced convection Nusselt number
via a mixed convection parameter (l[ReD

0.06793k0.2335). This pa-
rameter combines the effects of forced convection, represented by
Reynolds number, and natural convection, represented by the
buoyancy parameter. Figure 3 shows the ratio of mixed to forced
Nusselt number versus the mixed convection parameter~l! for the
data of Badr@3#, Ahmad@4#, and the results of the current code for
the case of a cylinder without baffles, reference case. The current
results are well within the range of the published data.

Results
The presence of the baffles has an effect on both the hydrody-

namic as well as the thermal characteristics of the flow. The
baffles tend to obstruct both the natural and forced convection
heat transfer currents from the cylinder surface, thus reducing the
heat transfer from the cylinder to the surrounding fluid. The cal-
culated Nusselt number of a cylinder with baffles, at a given com-
bination of Reynolds number and buoyancy parameter, is normal-
ized by the Nusselt number of a smooth cylinder, no baffles, at the
same combination of Reynolds number and buoyancy parameter.
This way the relative magnitude of the change in the heat transfer
due to the baffles can easily be deduced using such representation.

Figures 4 and 5 show the change in the normalized Nusselt
number at different combinations of number of baffles, baffle
height, and buoyancy parameter, at Reynolds number values of 10
and 100, respectively. The study included the effect of all baffle
and buoyancy parameters at four values of Reynolds number
(ReD510, 40, 100, 200). The data analysis showed that the trend
at ReD540 was similar to that at ReD510 while the trend at
ReD5200 was similar to that at ReD5100. Thus for space consid-
erations, only the results at ReD510 and 100 will be included in
this paper. The general trend is that an increase in the number of
baffles and/or the baffle height results in a reduction in the nor-
malized Nusselt number. The reduction was as much as 75 per-
cent, Fig. 5. At low Reynolds number and buoyancy parameter,
Fig. 4, increasing the number of baffles beyond a certain value
results in minimal reduction in the value of normalized Nusselt
number. This indicates that there is an optimal number of baffles
for maximum heat transfer reduction. This is not the case at high
values of Reynolds number and/or buoyancy parameter. For such
cases, the reduction in the normalized Nusselt number continues
as the number of baffles increases. At high values of Reynolds
number, there is an optimal baffle height, B, beyond which an
increase in the baffle height does not result in further reduction in
the normalized Nusselt number, Fig. 5. At high values of Rey-
nolds number, the thermal boundary layer is thin. The reduction in
the heat transfer from the cylinder is caused mainly by the baffle/
thermal boundary layer interaction. The part of the baffle that is
outside the thermal boundary layer has little effect on the thermal
boundary layer and resulting heat transfer from the cylinder. Thus
increasing the baffle height beyond a certain value, Reynolds
number dependent, has minimal effect on the normalized Nusselt
number.

Figures 4 and 5 show an interesting behavior in the change in
the normalized Nusselt number at low buoyancy parameter. In
Fig. 4, increasing the number of baffles from 3 to 4 results in an
increase in the normalized Nusselt number. This was especially
clear for the casek50. The cause of this is the way the baffles are
arranged around the cylinder perimeter. Recalling that the first
baffle is always located atu50, an odd number of fins results in
baffles located further up in the incoming stream, Fig. 1. The local
Nusselt number is highest at the upstream side of the cylinder.
Placing more baffles on the upstream side of the cylinder will
result in more reduction in the local Nusselt number, and thus

more significant reduction in the overall Nusselt number. As the
buoyancy parameter increases, the flow direction changes and the
advantage of the odd number of baffles over an even number of
baffles starts to decrease. In Fig. 4, and atk55, this advantage
has vanished and increasing the number of baffles results in fur-
ther reduction in the normalized Nusselt number, regardless of the
number of baffles. Figure 6 shows the local Nusselt number dis-
tribution around the cylinder for the case of ReD510 andH53 at
different number of baffles, atk50 ~top! andk55 ~bottom!. The
effectiveness of an odd number of baffles at low buoyancy param-
eter can be seen clearly in this figure. The same trend can be seen
in Figs. 7 and 8 which show the streamline and isothermal con-
tours for the same cases shown in Fig. 6. At higher values of
Reynolds number, Fig. 5, the advantage of odd number of baffles
continues at higher number of baffles in what resembles a ‘‘har-
monic’’ behavior. Figure 9 shows the streamline and isothermal
contours for the case of ReD5100,H50.75, andk50 at different
number of baffles. The harmonic change in the heat transfer from
the cylinder can be easily identified by the extent of the horseshoe
isothermal contour downstream of the cylinder.

Conclusion
The changes in the mixed convection heat transfer from a cyl-

inder in cross flow due to the addition of low conductivity baffles
was studied numerically. The study covered a wide range of pa-
rameters: 10<ReD<200, 0<k<5., 0<B<18, and 0<H<3. The
general trend is that an increase in the baffle number and/or height
results in an reduction in the heat transfer from the cylinder, as
much as 75 percent. The baffles are most effective at high values
of Reynolds number. A low number of odd baffles is more effec-
tive than an even number of baffles at low values of buoyancy
parameter. This advantage extends to higher number of baffles at
higher values of Reynolds number. This advantage is not present
at high values of buoyancy parameter. There is an optimal baffle
height, Reynolds number dependent, for maximum heat transfer
reduction beyond which an increase in baffle height does not re-
sult in further decrease in heat transfer.

Nomenclature

B 5 number of equally spaced baffles
D 5 cylinder diameter, 2r o
E 5 parameter in computational domain,pepj

g 5 gravity
Gr 5 Grashof number based on cylinder radius,gb(To

2T`)r o
3/v2

GrD 5 Grashof number based on cylinder diameter,gb(To

2T`)D3/v2

H 5 non-dimensional baffle height,r b /r o
h 5 local convection heat transfer coefficient
k 5 conduction heat transfer coefficient

M 5 number of grid points in the tangential direction
N 5 number of grid points in the radial direction

NuD 5 average Nusselt number based on cylinder diameter
P 5 nondimensional pressure
p 5 pressure

Pr 5 Prandtl number
R 5 nondimensional radius
r 5 radius

r b 5 radius of baffle
Re 5 Reynolds number based on radius,U`r o /v

ReD 5 Reynolds number based on diameter,U`D/v
T 5 temperature
U 5 nondimensional radial velocity
u 5 radial velocity
V 5 nondimensional tangential velocity
v 5 tangential velocity
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Greek Symbols

a 5 thermal diffusivity
b 5 coefficient of thermal expansion
e 5 measure of convergence of numerical results
h 5 independent parameter in computational domain rep-

resenting tangential direction
u 5 angle
k 5 buoyancy parameter, GrD /ReD

2

l 5 mixed convection parameter,l[ReD
0.06793k0.02335

n 5 kinematic viscosity
j 5 independent parameter in computational domain rep-

resenting radial direction
r 5 density
f 5 nondimensional temperature
c 5 nondimensional stream function
v 5 nondimensional vorticity

Subscripts

D 5 value based on cylinder diameter
o 5 value at cylinder surface
` 5 free stream value

References
@1# Morgan, V. T., 1975, ‘‘The Overall Convection Heat Transfer from Smooth

Circular Cylinder,’’ Adv. Heat Transfer,11, pp. 199–264.
@2# Churchill, S. W., and Chu, H. H. S., 1975, ‘‘Correlating Equations for Laminar

and Turbulent Free Convection from a Horizontal Cylinder,’’ Int. J. Heat Mass
Transf.,18, pp. 1049–1053.

@3# Badr, H. M., 1983, ‘‘A Theoretical Study of Laminar Mixed Convection from
a horizontal Cylinder in a Cross Stream,’’ Int. J. Heat Mass Transf.,26, pp.
639–653.

@4# Ahmad, R. A., and Qureshi, Z. H., 1992, ‘‘Laminar Mixed Convection from a
Uniform Heat Flux Horizontal Cylinder in a Crossflow,’’ J. Thermophys. Heat
Transfer,6, pp. 277–287.

@5# Abu-Hijleh, B. A/K, 1999, ‘‘Laminar Mixed Convection Correlations From an
Isothermal Cylinder in Cross Flow at Different Angles of Attack,’’ Int. J. Heat
Mass Transf.,42, pp. 1383–1388.

@6# Vafai, K., and Huang, P. C., 1994, ‘‘Analysis of Heat Transfer Regulation and
Modification Employing Intermittently Emplaced Porous Cavities,’’ ASME J.
Heat Transfer,116, pp. 604–613.

@7# Al-Nimr, M. A., and Alkam, M. K., 1998, ‘‘A Modified Tubeless Solar Col-
lector Partially Filled With Porous Substrate,’’ Renewable Energy13, pp. 165–
173.

@8# Abu-Hijleh, B. A/K, 2001, ‘‘Natural Convection Heat Transfer from a Cylinder
Covered with an Orthotropic Porous Layer,’’ accepted for publication in the
Numer. Heat Transfer,40~7!, pp. 767–782.

@9# Anderson, J. D., 1994,Computational Fluid Dynamics: The Basics with Ap-
plications, McGraw Hill, New York.

@10# Patankar, S. V., 1980,Numerical Heat Transfer of Fluid Flow, McGraw Hill,
New York.

@11# Ahmad, R. A., 1996, ‘‘Steady-State Numerical Solution of the Navier-Stokes
and Energy Equations around a Horizontal Cylinder at Moderate Reynolds
Numbers from 100 to 500,’’ Heat Transfer Eng.,17, pp. 31–81.

Journal of Heat Transfer DECEMBER 2002, Vol. 124 Õ 1071

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. Collins
e-mail: mcollins@uwaterloo.ca

Dept. of Mechanical Engineering,
University of Waterloo,

Waterloo, Ontario, Canada, N2L 3G1

S. J. Harrison
e-mail: harrison@me.queensu.ca
Dept. of Mechanical Engineering,

Queen’s University,
Kingston, Ontario, Canada, K7L 3N6

D. Naylor
e-mail: dnaylor@acs.ryerson.ca
Dept. of Mechanical, Aerospace,

and Industrial Engineering,
Ryerson University,

Toronto, Ontario, Canada, M5B 2K3

P. H. Oosthuizen
e-mail: oosthuiz@me.queensu.ca
Dept. of Mechanical Engineering,

Queen’s University,
Kingston, Ontario, Canada, K7L 3N6

Heat Transfer From an Isothermal
Vertical Surface With Adjacent
Heated Horizontal Louvers:
Numerical Analysis
The present study examines the influence of heated, horizontal, and rotatable louvers on
the convective and radiative heat transfer from a heated or cooled vertical isothermal
surface. The system represents an irradiated Venetian blind adjacent to the indoor surface
of a window. Detailed heat transfer results were obtained using a steady, laminar, two-
dimensional, conjugate conduction/convection/radiation finite element model for two win-
dow temperatures (warm and cool compared to ambient) and irradiation levels, two
louver to surface spacings, and three louver angles. The effect of the heated louvers on the
heat transfer rate from the surface has been demonstrated.@DOI: 10.1115/1.1481357#

Keywords: Computational, Finite Element, Heat Transfer, Mixed Mode, Modeling

Introduction
It is common for a louvered shading device, such as a Venetian

blind, to be mounted on the indoor surface of a window to provide
privacy and to control day-lighting. In addition, the presence of
these shading devices will affect natural convection and radiant
heat exchange from the window. As a result, there will be a
change in the heat transmission and solar heat gain, through the
window.

At present, advances are being made that demonstrate the com-
plex thermal interaction between a shade and a window, in the
absence of solar irradiation. Several previous studies have exam-
ined the effect of a Venetian blind on the free convective heat
transfer at an indoor glazing surface when there is no solar irra-
diance ~i.e., for ‘‘nighttime’’ conditions!. Machin et al.@1# per-
formed interferometry and flow visualization. Their experiment
used a Mach-Zehnder Interferometer to examine the local and
overall convection coefficients from the surface of an isothermal
surface at various blind to surface spacings and louver angles.
They found that when an aluminum blind was placed close to the
surface, the slats caused a strong periodic variation in the local
Nusselt number distribution. Ye et al.@2# conducted a two-
dimensional finite element study of this problem. In that study, the
effects of thermal radiation were neglected and the blind slats
were modeled as zero thickness, no-slip, impermeable surfaces. A
similar numerical study has been done by Phillips et al.@3#, which
included the effect of heat conduction along the blind slats, and
radiation heat exchange. Their improved model showed excellent
correlation with interferometric data.

In the present investigation, a move from the previously men-
tioned ‘‘nighttime’’ models, to a ‘‘daytime’’ model that includes
the effects of incident solar energy has been performed. Generally,
such systems can be examined using solar-thermal separation@4#,
which assumes that the short wave solar radiation, and long wave
radiative heat transfer can be examined separately for a given
system. An optical analysis of the system will determine directly
transmitted, reflected through, and absorbed components of solar

irradiation. The absorbed component can then be used as input
into a thermal analysis that is solved independently.

The present study examines the influence of heated horizontal
louvers~representing irradiated blind slats! on the local and aver-
age convective and radiative heat transfer from a vertical isother-
mal surface~representing a window!. The investigation was con-
ducted using a finite element model of this same system.

Advancement in the analysis of shade and window systems will
be of benefit to industry standard software such as Vision@5# and
Window @6#. Both provide a one-dimensional analysis of the ra-
diative and convective heat transfer through a window, where con-
vection from the indoor surface is obtained using accepted corre-
lations for an isothermal vertical flat surface. The effects of
shading devices are neglected in the mentioned software due to
their inability to analyze the complex geometry of these systems.
This study has the ultimate intention of producing simplified cor-
relations, to aid in adapting window analysis software to the ex-
amination of window and shade combinations.

Physical Model
In this study, the indoor glazing surface was idealized as an

isothermal vertical flat surface of height~l! that was heated to
temperature (Tp) above the ambient room temperature (T`). A
Venetian blind consisting of seventeen horizontal louvers, was
positioned a nominal distance~b! from the surface and the indi-
vidual slats were inclined at an angle with respect to the horizon-
tal ~f!. A heat flux (qb) was applied to one side of each slat to
simulate the solar radiation absorbed by the blind. Figure 1 shows
the system geometry and a photograph of the physical system on
which the geometry was based.

The numerical model was an idealized approximation of a real
fenestration. For an actual window, there will be frame effects and
only the center-of-glass region will be nearly isothermal. Also, the
actual indoor glazing temperature will increase with the solar ir-
radiance, rather than being fixed. However, the idealized system
was consistent with an experimental model, and these simplifica-
tions eliminate several secondary parameters, such as the frame
geometry and the glazing external thermal boundary condition.

The slats were modeled after those from a commercially avail-
able aluminum Venetian blind. The slats had a width~w!, thick-
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ness~t!, an arc length and a radius of curvature~rc! typical of
many commercially available products. The slats were held at a
pitch of ps522.2 mm. This slat pitch ratio (ps/w57/8) is typical
of many commercially available Venetian blinds. The slats were
assumed to have a uniform hemispherical emissivity («p5«b
50.81) and thermal conductivity (kb).

It was decided that two surface temperatures, one level of irra-
diation, one nominal blind spacing, and three blind angles would
be examined. An additional set of test runs at 0 deg slat angle,
with an increased nominal distance, allows for an examination of
the effects of surface to blind leading edge,n ~i.e., 7.3 mm tip-to-
surface spacing can be examined despite the fact that the louver
angle changes!.

Numerical model parameters that remained constant for all ex-
periments are given in Table 1. Table 2 shows the sequence of
numerical conditions. Fluid properties were evaluated at an esti-
mated film temperature of 300 K and were taken from Touloukian
et al. @7–9#. Film temperatures predicted by the numerical model
after the present analysis showed that the average fluid tempera-
ture was between 297 K and 302 K for all validation cases.

Governing Equations
In developing the numerical model, a number of assumptions

have been made. These include

• The flow is steady, laminar, incompressible and two-
dimensional.

• The thermo-physical properties are constant, except for fluid
density, which is treated by means of the Boussinesq approxi-
mation.

• Gray diffuse radiation exchange between the window, blind
and room has been considered, and the fluid is a nonpartici-
pating medium.

For the purposes of model execution, the problem has been
nondimensionalized. The dimensionless governing equations for
the fluid are

]U

]X
1

]V

]Y
50 (1)

Fig. 1 System geometry „left…, computational domain „mid… and photo „right…

Table 1 Constant input variables

Table 2 Sequence of numerical conditions
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Pr S U
]U

]X
1V

]U

]Y D52
]P

]X
1S ]2U

]X2 1
]2U

]Y2 D (2)

1

Pr S U
]V

]X
1V

]V

]YD52
]P

]Y
1S ]2V

]X2 1
]2V

]Y2D1RaR~T* 21!

(3)

U
]T*

]X
1V

]T*

]Y
5S ]2T*

]X2 1
]2T*

]Y2 D (4)

The above equations have been cast in dimensionless form us-
ing the following dimensionless variables

X5
x

l
Y5

y

l
U5

u

a f / l
(5)

V5
v

a f / l
P5

pl2

m fa f
T* 5

T

T`

Note that the temperature has been scaled using the absolute am-
bient temperature because of the coupled radiative heat transfer.
As a result, in Eq.~3! the modified or ‘‘Radiation’’ Rayleigh num-
ber (RaR) has been defined as

RaR5
gb fT`l 3

a fv f
(6)

However, the results will be presented in terms of the conven-
tional Rayleigh number (Ral)

Ral5
gb f~Tp2T`!l 3

a fv f
(7)

The relationship between RaR and Ral is

Ral5RaR~Tp* 21! (8)

Steady conduction in the solid blind is governed by Fourier’s
Equation in Laplacian form

]2T*

]X2 1
]2T*

]T2 50 (9)

The dimensionless flux to the top of each slat surface is

qb* 5
qbl

kfT`
(10)

The radiative heat transfer was calculated using the net radia-
tion method@10#, assuming all surfaces to be gray and diffuse.
The dimensionless radiative heat flux from each sub-surface (qj8)
was calculated as follows

(
j 51

N S dk j

« j
2Fk j

12« j

« j
Dqj* 5NRC(

j 51

N

Fk j~Tk*
42Tj*

4! (11)

where

qj* 5
qj l

kfT`
and NRC5

sT`
3 l

kf

In Eq. ~11!, NRC the radiation-to-conduction interaction
parameter.

A sketch of the dimensionless computational domain is shown
in Fig. 1. Referring to Fig. 1, the dimensionless boundary condi-
tions are

U5V50, T* 5Tp* GH

U5V50, T* 5Tp* FG, HA

]U/]X5V50, T* 51 BCDE

At the surface of the slats, no-slip and impermeability condi-
tions apply (U5V50). Continuity conditions for temperature
and heat flux also apply at this solid-fluid interface, which can
best be expressed in dimensionless form as:

Kb f

]T*

]N U
solid

5
]T*

]N U
fluid

1
qbl

kjTi
2

qj l

kfTi
(12)

whereN is the normal vector andKb f is the blind to fluid conduc-
tivity ratio.

Equations~1! through ~11! have been solved subject to the
specified boundary conditions using a finite element method.
Nine-node quadratic elements with biquadratic interpolation func-
tions were used for temperature and velocity. Pressure was elimi-
nated from the momentum equations using the penelty formula-
tion @11#. The discretized equations were solved using successive
substitution, with incremental loading and under-relaxation to
speed convergence.

Numerical accuracy was checked in a number of ways. Exten-
sive grid density and far field boundary testing has been done@3#.
Based on this testing, a graded mesh with approximately 27,000
nodes was used. Referring to Fig. 1, upper~FE! and lower~AB!
entrance regions were set at a dimensionless height of 0.105, and
the dimensionless domain width was set at 0.171. At these values,
the average convective and radiative Nusselt number data were
found to be grid and boundary independent. The ability of the
model to model free convection from a vertical plate~with no
slats!was also compared to Ostrach’s@12# boundary layer solu-
tion. That analysis showed agreement 4.1 percent difference in the
calculated Nusselt number at Ral5106, and 0.8 percent difference
at Ral5108. Finally, numerical results have been verified experi-
mentally in a companion paper@13#.

Results and Discussion
For clarity in presenting the results, the dimensional flux is

presented instead of the Nusselt number. Due to the fact that the
isothermal surface can be hot or cold, negative and positive Nus-
selt numbers result, where the sign is not indicative of the direc-
tion of heat flow. For the present convention, positive flux is from
the surface, while negative is into the surface. Local and average
heat flux rates can be seen in Figs. 2 to 9 and Table 3 respectively.
Slat positions are shown in gray in Figs. 2 to 9.

The convective and radiative flux for the cold surface was con-
sistently larger in magnitude than that for the warm surface when
considering cases involving identical geometry. For example, the
convective flux for the cold surface was 52 percent larger in mag-
nitude than that for the warm surface when considering cases 1
and 2. The remaining cases show an increase of 141 percent be-
tween the cold and hot surface results. The average radiative heat

Fig. 2 Convective and radiative heat flux for validation case 1:
bÄ15.4 mm, fÄ0 deg, TpÄ283 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.
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flux for the cold surface was 162 percent larger than that for the
warm surface when considering 0 deg slat tilt, i.e., cases 1 verses
2, and 3 verses 4. The145 deg and245 deg tilt angles show an
increase of 108 percent between the cold and hot surface results,
i.e., cases 5 verses 6, and 7 verses 8. In all cases, the average heat
transfer occured in the direction of the surface. This is a signifi-
cant point. Conceivably, heat transfer at the window surface may
occur when no surface-to-air temperature difference exists due to
heating of the shade layer. As such, a modified interior heat trans-

fer coefficient may be indeterminate. It does not, however, prevent
analysis of the heat transfer at the inner glass, or analysis of a
fenestration from that perspective.

The radiative and convective heat transfer are of the same mag-
nitude for the cases examined. Although the emissivities of the
louvers and plate are representative of those found in many win-
dow and shade systems, it does present the possibility that thermal
aspects of the system can be controlled to a significant degree by
modifying emissivities. Decreasing the glass emissivity should re-
sult in less radiant exchange between the louvers and room, and

Fig. 3 Convective and radiative heat flux for validation case 2:
bÄ15.4 mm, fÄ0 deg, TpÄ298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

Fig. 4 Convective and radiative heat flux for validation case 3:
bÄ20.0 mm, fÄ0 deg, TpÄ283 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

Fig. 5 Convective and radiative heat flux for validation case 4:
bÄ20.0 mm, fÄ0 deg, TpÄ298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

Fig. 6 Convective and radiative heat flux for validation case 5:
bÄ15.4 mm, fÄ45 deg, TpÄ283 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

Fig. 7 Convective and radiative heat flux for validation case 6:
bÄ15.4 mm, fÄ45 deg, TpÄ298 K. The solid and dotted lines
represent radiative and convective heat transfer respectively.
Slat positions are superimposed on graphs for clarity.

Fig. 8 Convective and radiative heat flux for validation case 7:
bÄ15.4 mm, fÄÀ45 deg, TpÄ283 K. The solid and dotted
lines represent radiative and convective heat transfer respec-
tively. Slat positions are superimposed on graphs for clarity.
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the window. This would result in an increase in the level of ab-
sorbed solar energy which stays within the room, and a decrease
in the radiative heat transfer to and from the glass surface~i.e., the
window would have a higher thermal resistance!. Increasing the
glass emissivity would have the opposite effect. Decreasing the
blind emissivity would likely result in higher louver temperatures
and greater convective heat transfer from the lovers, but would
otherwise have little effect on heat transfer from the glass. Again,
increasing the louver emissivity would have the opposite effect.

A more significant result is apparent when considering the ef-
fects of system geometry. In Figs. 2 and 3, for cases 1 and 2, the
proximity of the slat leading edges and the surface produce a
significant periodic effect on the convection from the surface,
where an increase in the local convective flux occurs when the
leading edge and surface are positioned close together. In Figs. 4
through 9, for cases 3 to 8, when the slat leading edge was furthest
from the surface, the blind angle was observed to have little effect
on the convective heat flux. Considering radiative heat flux, for
cases 1 and 2, when the slat leading edge was closest to the
surface, peaks in the local heat transfer rate were sharper and
more distinct than in the other models. In this case, a decrease in
the local radiative flux occured when the leading edge and surface
were close together. As the blind was moved away from the sur-
face, the ‘‘view’’ from the surface becomes largely independent of
vertical location and slat angle. In cases 3 to 8, while some peri-
odicity is evident in both the radiative and convective heat flux,
the results of cases 3, 5, and 7 and cases 4, 6, and 8 are not
significantly different. The physical significance of this result is
apparent. Solar heat gain is more strongly influenced by the level
of directly transmitted and reflected solar radiation, then the
inward-flow of absorbed solar radiation. Changing the placement

and angle of a blind louver has little effect on the thermal char-
acteristics of the system, unless the blind is very close to the
indoor glass surface.

The final trend evident from this data is the steady and periodic
nature of the data. If the first five slats from the bottom and top of
each model are disregarded,qC andqR do not change significantly
with location. Previous investigations@1,3# have also suggested
that the blind may suppress boundary layer growth. Together,
these points give confidence in using the model to predict center-
of-glass heat transfer for larger window and shade systems. Un-
fortunately, this did not hold true for all of the validation cases. In
cases 4, 6, and 8, the viewfactor between the surface and the
louvers was large, and the blind slat temperature continued to rise
with increased distance up the surface, thereby producing a
gradual increase inqR . Likewise, an increase was noted in the
level of convective flux from the surface when the blind was
further away and counterflow existed~cases 3, 5, and 7!. While
some of this increase was due to boundary layer growth, the ma-
jority was undoubtedly a result of end effects. Even though the
cases represented extreme conditions, the increase in radiative and
convective flux was not significant, and should not prevent a
center-of-glass analysis with the data.

Conclusions
Numerically determined radiative and convective heat transfer

from an indoor window glazing with an adjacent horizontal Vene-
tian blind has been obtained. The following conclusions were
drawn from the results.

• For the cases examined, convective and radiative heat flux
was found to be into the surface, despite the fact that for cases 2,
4, 6, and 8, the surface temperature was higher than the ambient
room temperature. This prevents the determination of an equiva-
lent air film coefficient for the inside glazing, i.e., the hot blind
layer would result in negative and indeterminate heat transfer co-
efficients. Total heat flux at that boundary, however, may still be
used to determine solar heat gain for the system.

• Radiative and convective heat transfer were of the same mag-
nitude in all cases. Some control heat transfer from the system
could therefore be accomplished by manipulating the emissive
properties of the glass and blind.

• The effect of louver tip to surface spacing was clearly dem-
onstrated. As the louver is moved away from the surface, the local
convective and radiative heat flux were less affected by individual
louvers. There was little difference between the results of cases 3,
5 and 7, and 4, 6, and 8, despite the fact that the louver angle
changed. At a certain spacing, the dimensionb was no longer
needed to determine heat transfer from the system. Thermal gain
in a window and shade combination cannot be effectively con-
trolled by these parameters.

• For the majority of cases, in the middle section of the surface,
the local convective and radiative heat flux results tended to be
periodic with very little increase in magnitude. Slight increases in
the radiative flux, however, could be seen under specific condi-
tions. While this growth could conceivably become significant, it
was unavoidable, and the validity of a traditional center-of-glass
analysis was supported. Future analysis may be needed on a larger
system to determine under what conditions this growth occurs.
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Nomenclature

b 5 nominal louver spacing, mm
F 5 radiation shape factor, dimensionless

Fig. 9 Convective and radiative heat flux for validation case 8:
bÄ15.4 mm, fÄÀ45 deg, TpÄ298 K. The solid and dotted
lines represent radiative and convective heat transfer respec-
tively. Slat positions are superimposed on graphs for clarity.

Table 3 Numerically predicted convective and radiative heat
flux from the surface. Results for the middle third of the surface
are presented in brackets.
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g 5 gravity, m/s2

k 5 conductivity, W/m-K
K 5 conductivity, dimensionless
l 5 surface height, mm
n 5 louver tip to surface spacing, m
N 5 normal vector

NRC 5 radiation-to-conduction interaction parameter, dimen-
sionless

P 5 pressure, Pa
P 5 pressure, dimensionless
Pr 5 Prandtl number, dimensionless
ps 5 louver pitch, mm
q 5 heat flux, W/m2

Ra 5 Raleigh number, dimensionless
rc 5 louver radius of curvature, mm
t 5 louver thickness, mm

T 5 temperature, K
u, v 5 velocity, m/s

U, V 5 velocity, dimensionless
w 5 louver width, mm

x, y 5 coordinate axis, mm
X, Y 5 coordinate axis, dimensionless

Symbols

a 5 thermal diffusivity, m2/s
b 5 volume expansion coefficient, l/K
d 5 Kronecker delta, dimensionless
« 5 emissivity, dimensionless
f 5 louver angle, deg.
m 5 dynamic viscosity, kg/m-s
n 5 kinematic viscosity, m2/s
s 5 Stefan-Boltzmann Constant, W/m2-K4

Subscripts

C 5 convective
b 5 blind
f 5 fluid
p 5 surface
R 5 radiative
` 5 ambient/room

Other

* 5 alternative dimensionless notation
— 5 average
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Heat Transfer From an Isothermal
Vertical Surface With Adjacent
Heated Horizontal Louvers:
Validation
The present study examines the influence of heated, horizontal, and rotateable louvers on
the convective heat transfer from a heated or cooled vertical isothermal surface. The
system represents an irradiated Venetian blind adjacent to the indoor surface of a window.
Detailed temperature field and local surface flux data were obtained using a Mach-
Zehnder Interferometer for two window temperatures (warm and cool compared to am-
bient) and irradiation levels, two louver to plate spacings, and three louver angles. The
results have been compared to a steady, laminar, two-dimensional, conjugate conduction/
convection/radiation finite element model of this problem. The effect of the heated louvers
on the heat transfer rate from the plate surface has been demonstrated and the results of
the numerical study have been validated.@DOI: 10.1115/1.1481358#

Keywords: Experimental, Heat Transfer, Interferometry, Mixed Mode, Modeling

Introduction
It is common for a louvered shading device, such as a Venetian

blind, to be mounted on the indoor surface of a window to provide
privacy and to control day-lighting. In addition, the presence of
these shading devices will affect natural convection and radiant
heat exchange from the window. As a result, there will be a
change in the heat transmission and solar heat gain, through the
window.

At present, advances are being made that demonstrate the com-
plex thermal interaction between a shade and a window, in the
absence of solar irradiation. Several previous studies have exam-
ined the effect of a Venetian blind on the free convective heat
transfer at an indoor glazing surface when there is no solar irra-
diance ~i.e., for ‘‘nighttime’’ conditions!. Machin et al.@1# per-
formed interferometry and flow visualization. Their experiment
used a Mach-Zehnder Interferometer to examine the local and
overall convection coefficients from the surface of an isothermal
plate at various blind to plate spacings and louver angles. They
found that when an aluminum blind was placed close to the plate
surface, the slats caused a strong periodic variation in the local
Nusselt number distribution. Ye et al.@2# conducted a two-
dimensional finite element study of this problem. In that study, the
effects of thermal radiation were neglected and the blind slats
were modeled as zero thickness, no-slip, impermeable surfaces. A
similar numerical study has been done by Phillips et al.@3#, which
included the effect of heat conduction along the blind slats and
radiation heat exchange. Their improved model showed excellent
correlation with interferometric data.

In Collins et al. @4# a move from the previously mentioned
‘‘nighttime’’ models, to a ‘‘daytime’’ model that included the ef-
fects of incident solar energy was performed. In the present study,
convective heat transfer results, obtained using a Mach-Zehnder
Interferometer, are used to validate that numerically model. Addi-
tionally, temperatures measured during the experiments will be
compared to numerically predicted temperatures.

It should be stated that while radiation exchange was calculated

in the numerical model, the experimental setup can only measure
convective heat transfer. As such, only data resulting from the
numerical and experimental analysis of free convection will be
presented here. However, considering the strongly coupled nature
of the radiative and convective heat transfer in this system, vali-
dation of the convective heat transfer provides excellent confi-
dence in the radiative model.

Apparatus and Procedure
In the experimental study, the indoor glazing surface was ide-

alized as an isothermal vertical flat plate of height~l! that was
heated to temperature (Tp) above the ambient room temperature
(T`). A Venetian blind consisting of seventeen horizontal louvers,
was positioned a nominal distance~b! from the plate surface and
the individual slats were inclined at an angle with respect to the
horizontal~f!. A heat flux (qb) was applied to one side of each
slat to simulate the solar radiation absorbed by the blind. Figure 1
shows the system geometry and a photograph of the physical sys-
tem.

The experimental setup is an idealized representation of a real
fenestration. For an actual window, there will be frame effects and
only the center-of-glass region will be nearly isothermal. Also, the
actual indoor glazing temperature will increase with the solar ir-
radiance, rather than being fixed. However, the idealized system is
consistent with the numerical model, and these simplifications
eliminate several secondary parameters, such as the frame geom-
etry and the glazing external thermal boundary condition.

The flat plate used for this experiment was machined from two
sheets of Aluminum. The main sheet had flow channels milled
into the back surface, while the front surface of the plate~the
experimental surface! was precision flat milled. Testing on a co-
ordinate mapping machine showed it flat to within60.046 mm of
the average height. Pins placed in precisely located holes drilled
into the front of the plate aided in leveling the experimental model
and examination of the resulting interferograms. The second Alu-
minum sheet became the backing plate and served to close the
flow channels with the aid of an O-ring and liquid gasketing. The
assembled plate was backed with foam insulation and mounted on
an Aluminum stand. An illustration of the plate is given in Fig. 2.
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The plate was heated and cooled using a precision temperature
bath. It was intended that the flow channel configuration, in which
the inlet and outlet coil inward side by side, would make the plate
essentially isothermal. Ten precision drilled holes were made from
the plate back so that thermocouples could be inserted to just
below the test surface of the experimental setup. Testing showed
that the plate remained isothermal to within60.1°C from the
average over the entire surface.

Slats from a commercially available aluminum Venetian blind
were used for this experiment. The slats had a width~w!, thickness
~t!, an arc length and a radius of curvature~rc! typical of many
commercially available products. The slats were held at a pitch of
(ps522.2 mm) by two precision machined steel posts. This slat
pitch ratio (ps/w57/8) is typical of commercially available Ve-

netian blinds. To simulate solar loading, two thin foil electric heat-
ers ~with dimensions 167 mm314 mm30.15 mm!were bonded
to the concave side of each slat. After the heaters were bonded to
the slats, they were sprayed with paint to give a uniform hemi-
spherical emissivity («p5«b50.81). The slat thermal conductiv-
ity (kb) was also measured. Fine thermocouples~40 gauge!were
bonded to the top surface of the slats using high conductivity
epoxy. The thermocouple tips were placed one third the way along
the length of the slat and in the center of the slat profile.

For each experiment, the blind slats were adjusted to the de-
sired slat angle using a jig. The blind tip to plate spacing was
subsequently adjusted using gauge blocks. Consequently, the in-
ner slat tip to plate spacing was carefully controlled, and the slat
angle varied slightly from slat to slat because of small dimen-

Fig. 1 System geometry „left… and photo „right…

Fig. 2 Schematic of isothermal plate „back cover removed for clarity …
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sional imperfections. This approach was taken because previous
experimental and numerical studies with an unheated blind have
shown that it is more important to control the slat tip to plate
spacing@1,3#. The vertical position of the blind relative to the
plate was such that the lower tip of the first slat was in line with
the plate leading edge when the blind was fully closed.

Due to optical restrictions, the maximum interferogram size
could only be 0.20 m in diameter, whereas the experimental model
was 0.38 m high. As a result, accounting for some picture overlap,
and the loss of some information at the top and bottom of the
circular interferogram, it was decided to examine the plate as
three distinct sections. The plate and blind were mounted on a
table that allowed control of the experimental model’s vertical
position. Interferograms were then taken at the bottom, middle,
and top of the experimental model.

An optical window mounted in a sheet of acrylic was placed on
each end of the model. This assembly prevented entrainment of air
into the sides of the model, promoting a more two dimensional
flow and temperature field. To reduce the effect of air currents
within the laboratory, the interferometer was located inside a large
unventilated enclosure.

A 20 cm diameter beam Mach-Zehnder Interferometer was used
to measure the heat transfer coefficients. In this instrument, light
from a 10 mW He-Ne laser is split into two beams of approxi-
mately equal intensity. One beam passes through the uniform tem-
perature ambient air, and the other beam passes by the experimen-
tal model. Because of changes in index of refraction in the heated
air surrounding the model, the two light beams are no longer in

phase when they are recombined. This phase shift produces an
interference pattern in the optical output of the Mach-Zehnder
Interferometer, which can be photographed. When the test beam
and reference beam are parallel upon recombination~the infinite
fringe mode!, the constructive and destructive interference fringes
are isotherms. For an ideal gas, the temperatureT is related to the
fringe shift h as follows

T5
Tp

2hRlTp

3rZp
11

(1)

whereR is the gas constant for air~287.1 Pa m3/kgK!, l is the
wavelength of He-Ne laser light (6.32831027 m), r is the spe-
cific refractivity of air (1.50431024 m3/kg), Z is the length of
the model in the direction of beam travel~357.7 mm!, andp is the
absolute ambient pressure.

When the temperature gradient in the air at the plate surface
was sufficiently high~approx. dT/dx51500 K/m!, the gradient
was calculated by linear extrapolation using the first two clearly
visible destructive interference fringes on a scan perpendicular to
the surface. Equating the convective heat transfer rate to the con-
ductive heat transfer rate in the air at the surface gives the local
heat transfer coefficient~h!, as follows

h5

2kp

dT

dxU
x50

~Tp2T`!
(2)

wherekp is the thermal conductivity of the air evaluated at the
plate surface temperature (Tp).

For some experiments the temperature gradient at the surface
was very low and an accurate measurement of the gradient could
not be obtained from the above extrapolation procedure. A new
interferometric technique has been developed recently to over-
come this problem. Naylor and Duarte@5# have shown that the
temperature gradient can be measured directly from a wedge
fringe interferogram. In the wedge fringe mode, the optics are
adjusted to produce constant fringe gradient with a spacing~d! in
the y-direction, which is superimposed on the fringe field caused
be temperature variations. In the ambient, the wedge fringe shift
intersects the plate surface at an anglea. It has been shown that
the local convective heat transfer coefficient is related to this
fringe angle by

h5
2RlTp

2kp

3rZp~Tp2T`!d tana
(3)

Fig. 3 Comparison of infinite fringe „left… and wedge fringe
„right… interferograms

Table 1 Constant input variables

Table 2 Sequence of experimental Õnumerical conditions. Experimental target is in brackets.
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The local convective heat transfer coefficient was obtained by
measuring the angle of intersection of a line of constant fringe
shift with the plate. An example of an infinite and a wedge fringe
interferogram is given in Fig. 3.

Data was collected in conjunction with the numerical tests de-
scribed in Collins et al.@4#. As such, two plate temperatures, one
level of irradiation, one nominal blind spacing, and three blind
angles would be examined. An additional set of test runs at 0 deg
slat angle, with an increased nominal distance, allows for an ex-
amination of the effects of plate to blind leading edge,n ~i.e., 7.3
mm tip-to-plate spacing can be examined despite the fact that the

louver angle changes!. Steady-state data was collected over a pe-
riod of approximately 30 min for each experimental case.

Experimental parameters that remained constant for all experi-
ments are given in Table 1. Table 2 shows the sequence of experi-
mental and numerical model conditions. Fluid properties were
evaluated at an estimated film temperature of 300 K and were
taken from Touloukian et al.@6–8#. Film temperatures predicted
by the numerical model after the present analysis showed that the
average fluid temperature was between 297 K and 302 K for all
validation cases.

With any experimental investigation there is always a certain

Fig. 4 Comparison of isotherms for all cases. Interferometric „left… and numerical „right….
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degree of unavoidable uncertainty. Since Mach-Zehnder interfer-
ometry is a widely used technique for quantitative heat transfer
~and other!measurements, a considerable amount of attention
@9,10,11,12#has been directed towards the corrections that are
recommended when deviation from when ideal two-dimensional
conditions exist. A discussion of probable sources of error inher-
ent in this type of study was done by Machin@13# in his Thesis.
The errors discussed were end effects, refraction, diffraction, mis-
alignment, beam convergence/divergence, fringe center location
and scale factor.

An uncertainty analysis has been performed on the data using
the method of Kline and McClintock@14#. This method uses the
relative uncertainty in the various primary experimental measure-

ments to estimate the uncertainty of the final result. If each inde-
pendent variable was given the same odds, then the relation be-
tween the uncertainty for the variablesdx1 , and the uncertainty
for the resultdR, would be

dR56AS ]R

]x1
dx1D 2

1S ]R

]x2
dx2D 2

1¯1S ]R

]xn
dxnD 2

(4)

Attention should be drawn to relative magnitude of the uncertain-
ties in this root-sum-squared technique. Very little would be ac-
complished in reducing the uncertainty of any of the smaller vari-
ables as the square of the larger variables dominate the total

Fig. 5 Convective heat flux for validation case 1: bÄ15.4 mm, fÄ0 deg, TpÄ283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

Fig. 6 Convective heat flux for validation case 2: bÄ15.4 mm, fÄ0 deg, TpÄ298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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uncertainty in the final result. In this experiment, the accuracy of
temperature measurements dominated the uncertainty.

Results and Discussion
For clarity in presenting the results, the dimensional flux has

been presented instead of the Nusselt number. Due to the fact that
the isothermal plate can be hot or cold, negative and positive
Nusselt numbers result, where the sign is not indicative of the
direction of heat flow. For the present convention, positive flux is
from the plate, while negative is into the plate. A comparison of
numerically and experimentally obtained isotherms is given in
Fig. 4. Local and average heat flux rates can be seen in Figs. 5–

12 and Table 3 respectively. Slat positions and experimental un-
certainty are shown in gray in Figs. 5–12.

The experimental data correlated well with numerical results.
For the majority of cases, the error is within the uncertainty of the
experimentally determined results. More importantly, the instan-
taneous convective flux, shown in Figs. 5–12, agree with numeri-
cally obtained data both in trend and magnitude. Visibly, the sur-
rounding temperature field, as shown in Fig. 4, also shows
excellent agreement.

While the quality of the experimental/numerical comparison is
good, a number of discrepancies are evident in the experimental
data. It is advantageous, at this point, to identify these problems

Fig. 7 Convective heat flux for validation case 3: bÄ20.0 mm, fÄ0 deg, TpÄ283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

Fig. 8 Convective heat flux for validation case 4: bÄ20.0 mm, fÄ0 deg, TpÄ298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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and discuss their significance. They include aspects of modeled
verses experimental inlet and outlet conditions, as well as defi-
ciencies in the experimental method.

As indicated in Table 3, the experimentally measured average
heat flux for case 2 was found to be 25 percent lower than the
numerically predicted results, even though the results shown in
Fig. 5 appear to be accurate. The discrepancy is a result of the
wedge fringe method of analyzing interferometric data. In this
particular case, the fringe angle can only be measured on the
fringes themselves, which are spaced by a distanced. With this
spacing, the extreme peaks demonstrated by the numerical results
have been missed, resulting in an underprediction of the average
heat flux.

It was expected that the top and bottom slats in each case would
be affected by the radiative heat transfer conditions set in the
numerical model. The temperature was not set as a boundary con-
dition on the top and bottom sections of the numerical model
because those could either be regions of inflow or outflow. The
radiation model, however, must use the temperature of these sec-
tions to calculate radiant exchange between the slats and the room
in the direction of the inlet and outlet. As a result, the bottom and
top slats are largely radiating to the fluid temperature at the inlet
and outlet, as opposed to theT` . It can be seen in Figs. 5 through
12 that this did not have any noticable effect on the end slats.

One significant difference between the numerical model and the
experiment existed at the bottom and top edges of the plate. In the

Fig. 9 Convective heat flux for validation case 5: bÄ20.0 mm, fÄ45 deg, TpÄ283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

Fig. 10 Convective heat flux for validation case 6: bÄ20.0 mm, fÄ45 deg, TpÄ298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.
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experiment, flow was entrained around the sharp edge of the plate.
In the numerical model, an adiabatic wall continues above and
below the plate. While this difference has no identifiable effect on
cases where the plate was warmer than the ambient~i.e., cases 2,
4, 6, and 8!, it did have an effect on the cases where the plate was
cooler than ambient~i.e., cases 1, 3, 5, and 7!. In particular, the
top portion of data from case 3 does not follow the experimental
results as well as any of the other cases. During the experiment,
air flowing downward from the cold plate is entrained around the
sharp lead edge of the plate, while hot air from the blind rises and
is guided away from the plate by the momentum of the air flow
which was developed on the room-side of the blind. This allows
the boundary layer on the plate to grow unhindered to the topmost
slat as if no blind was present. By contrast, because the numerical
model assumes that the unheated wall continues above the heated

Fig. 11 Convective heat flux for validation case 7: bÄ20.0 mm, fÄÀ45 deg, TpÄ283 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

Fig. 12 Convective heat flux for validation case 8: bÄ20.0 mm, fÄÀ45 deg, TpÄ298 K. Points represent
interferometric results with associated experimental uncertainty. Solid line represents numerical results.
Slat positions are superimposed on graphs for clarity.

Table 3 Comparison of predicted and measured convective
heat flux for the plate. Results for the middle third of the plate
are presented in brackets.

Journal of Heat Transfer DECEMBER 2002, Vol. 124 Õ 1085

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



plate, flow from the blind is pulled back towards the wall by
downward flow entrained by the cold plate, thereby increasing the
air temperature and heat flux in that area. This effect is less sig-
nificant in the three other cold cases due to the proximity of the
blind to the plate in case 1, and the slat angle in cases 5 and 7.
These conditions provide added stability to the flow, which
quickly removes the effect of a downward developing boundary
layer. This problem was not apparent in the warm plate cases~2,
4, 6, and 8!because no counter flow is produced.

Due to optical restrictions, the experimental data in Figs. 5
through 12 were obtained from three individual photographs. As a
result of environmental changes occuring between the times at
which these photos were taken, some step discontinuities are evi-
dent in all of the data. The flux measured in the top 1/3rd of case
5 demonstrates the problem clearly. This reduction is due to a
small change~,0.2 K! in the ambient temperature at the time that
the final interferometer picture was taken. This was acknowledged
as a limitation of the current experimental setup.

Although these discrepancies have been identified, they are not
considered to be a weakness of the numerical model. In fact, the
continuing unheated portion of wall present in the numerical
analysis, is closer to a realistic window situation than the experi-
mental setup. More importantly, if the blind can be shown to
suppress the growth of convective heat transfer from the plate
surface, the center portion of the model can then be used as a
center of glass heat transfer rate for other window sizes. In this
respect, the top and bottom portions of the model would be dis-
regarded.

Although the experimental setup is unable to directly validate
the radiative heat transfer calculated by the numerical model,
blind temperatures measured during the experiments can confirm
that predicted blind slat temperatures are correct. Table 4 shows a
comparison of this data for selected louvers where the average
difference between the modeled and experimental results is only
0.64 K.
As can be seen, the experimental results are in excellent agree-
ment with the numerically obtained temperatures. In this way,
additional confidence was gained in the numerical results, espe-
cially when considering the predicted radiation exchange.

Conclusions
Experimentally determined natural convective and radiative

heat transfer from a horizontal Venetian blind adjacent to an in-
door window glazing has been obtained and compared to the re-
sults produced with a conjugate heat transfer numerical model of
the system. With the exception of some readily explained depar-
tures between the experimental and numerical results, the local
and average convective heat transfer coefficients were found to
agree closely both in magnitudes and trends. Furthermore, experi-
mentally obtained blind temperatures and isotherms were in close
agreement with those obtained from the numerical model. This
provides additional confidence in the numerical results.
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Nomenclature

b 5 nominal louver spacing, mm
d 5 fringe spacing, m
h 5 heat transfer coefficient, W/m2-K
k 5 conductivity, W/m-K
l 5 plate height, mm
n 5 louver tip to plate spacing, m
p 5 pressure, Pa

ps 5 louver pitch, mm
q 5 heat flux, W/m2

r 5 specific refractivity, m3/kg
R 5 gas constant, Pa m3/kgK
rc 5 louver radius of curvature, mm
t 5 louver thickness, mm

T 5 temperature, K
w 5 louver width, mm

x, y 5 coordinate axis, mm
Z 5 model width, m

Symbols

a 5 fringe angle, rad or
« 5 emissivity, dimensionless
f 5 louver angle, deg
h 5 fringe shift, dimensionless
l 5 wavelength, m

Subscripts

C 5 convective
b 5 blind
f 5 fluid
p 5 plate
R 5 radiative
` 5 ambient/room

Other

* 5 alternative dimensionless notation
— 5 average
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Apparent Radiative Properties
and Radiation Scattering by a
Semitransparent Hemispherical
Shell
Knowledge of the apparent radiative properties of a semitransparent hemispherical shell
placed on an opaque surface is of fundamental interest and is also important to a number
of applications in materials processing and manufacturing, ranging from metallurgical
slag foaming to batch foams in glass melting to hollow bead fabrication. This paper
extends our recent work [7] using the analytical and numerical ray tracing techniques to
study radiative transfer in the system described. Specifically, the local volumetric heating
rate and the scattering phase function of a thin hemispherical shell exposed to incident
collimated radiation are calculated both analytically and numerically, and the results are
discussed in detail. To further elucidate the results, the comparison is made of the total
apparent transmittance of the hemispherical shell to a plane parallel layer of semitrans-
parent material. @DOI: 10.1115/1.1497357#

Keywords: Heat Transfer, Radiation, Scattering

Introduction
Knowledge of the apparent radiative properties of the semi-

transparent hemispherical shell placed on an opaque surface is of
fundamental interest and is also important to a number of appli-
cations in materials processing and manufacturing. One particular
example is glass manufacturing. During glass melting, the raw
materials~also called batch!are fed into the glass melting furnace
and float on the free surface of the melt as islands until they are
completely melted. The chemical reactions and moisture evapora-
tion take place in the batch during its heating, fusion, and melting,
and it results in the large number of bubbles, many of which are
trapped on the surface of the batch and produce batch foam. These
foams scatter the incident thermal radiation from the combustion
space and provide significant resistance to radiant heating and
melting of the batch@1#, thereby diminishing the energy efficiency
of the glass melting process. Unlike the foams formed on the free
surface of the molten glass that possess a structure of multiple
layers of spherical or polyhedral bubbles separated by the liquid
lamella, the batch foam is a collection of often non-overlapping
individual gas bubbles that only partially emerge from the batch
Fig. 1~a!. Hence, a thin hemispherical shell placed on top of the
opaque surface as shown in Fig. 1~b! can be considered as a fairly
good simplified representation of the batch foam. Due to signifi-
cant structural differences, the radiative transfer models developed
for conventional glass foams@2,3# cannot be used for the batch
foams, and thus prediction of the apparent radiative characteristics
of batch foams is the subject of this paper.

In addition to glass manufacturing, understanding of the local
radiant heating of a semitransparent hemispherical shell is needed
for optimization of the novel process for fabrication of hollow
perforated beads for acoustic and thermal insulation@4#. In this
process, the gas is injected from a small orifice into the molten
droplet placed on the substrate to form a bubble surrounded by the
thin lamella of the liquid material, which is then solidified by
rapid cooling through the substrate to form a solid hemispherical
bead. The parameters~e.g., the shell thickness and structure! and

quality of the final product are defined by the relative magnitude
of the local heating rates due to collimated thermal radiation in-
cident from the top and the local cooling rates needed for solidi-
fication.

The objective of this paper is to develop a complete fundamen-
tal understanding and analytical tools for predicting radiative
characteristics and heat transfer in semitransparent hemispherical
shell suspended in the radiatively non-participating environment.
In our previous work@7#, we developed approximate, closed-form
analytical expressions for the total apparent reflectance, transmit-
tance, and absorptance of such a shell and validated our analysis
by using numerical ray tracing solution of the problem. The focus
of this work is on the local, spatially resolved radiation character-
istics of the semitransparent hemispherical shell, such as the scat-
tering phase function and the local volumetric rate of radiant heat-
ing. These properties are critically important to optical,
spectroscopic studies of the foam morphology~i.e., phase func-
tion! and mechanisms of the foam rapture due to the local ther-
mally induced instabilities and stress~i.e., volumetric heating
rate!. To further elucidate the results, the comparison is made of
the total apparent transmittance of the hemispherical shell to that
for a plane parallel layer of the same semitransparent material
@5,6#.

Analysis
The schematic of the idealized physical arrangement and the

coordinate system are shown in Fig. 1~b!. Several simplifying
assumptions are made to make the problem amenable to analytical
solution.

Assumptions.

1. Incident radiation is normal to the substrate, collimated and
its intensity is constant.

2. The surrounding medium is radiatively nonparticipating
with the indices of refraction equal to unity.

3. The shell is made of a homogeneous, gray, and weakly ab-
sorbing material characterized by the constant complex in-
dex of refraction (m25n22 ik2).

4. The shell is treated as a ‘‘cold’’ medium, i.e., self-emission
of radiation is neglected.
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5. The diameter and the thickness of the shell are much greater
then the wavelength of the incident radiation, i.e., diffraction
and interference effects are not considered.

6. Polarization effects are not considered.
7. All interfaces are optically smooth and obey geometric optic

principles.

Closed-Form Solution and Ray Tracing Algorithm. An
analytical ray tracing procedure is used and results in the analyti-
cal expressions for the apparent radiative properties of the thin
hemispherical shell, owing to an existence of a recursive pattern
in the physical domain. The ray tracing method follows the optical
path of a single energy bundle of incident radiation as it undergoes
a repeating pattern of multiple reflections within the shell~Fig. 2!.
Here we only present the summary of formulas needed for per-
forming the calculations, and an interested reader is referred to the
paper by Fan and Fedorov@7# for the detailed discussion of the
model development. Specifically, the total apparent reflectance
~R!, transmittance~T!, and absorptance~A! for any energy bundle
are given by the following expressions:

R5
r128 1~12r128 2r12!r23t

2

12r12r23t
2 (1)

T5
~12r128 !~12r23!t

12r12r23t
2 (2)

A5
~12t!~12r128 !~11r23t!

12r12r23t
2 (3)

respectively, where

r128 5
1

2 F tan2~u12u2!

tan2~u11u2!
1

sin2~u12u2!

sin2~u11u2!G , 0<r<r 2 (4)

r215r125
1

2 F tan2~u22u5!

tan2~u21u5!
1

sin2~u22u5!

sin2~u21u5!G , 0<r<r 2 (5)

H r235
1

2 F tan2~u32u4!

tan2~u31u4!
1

sin2~u32u4!

sin2~u31u4!G , 0<r<r 1

r2351, r 1<r<r 2

(6)

In Eqs. ~1–6!, r128 is the reflectivity of the surrounding/shell in-
terface at the point where a given energy bundle is incident on the
top surface of the shell,r125r21 is the reflectivity of shell/
surrounding interface,r23 is the reflectivity of shell/inside gas
interface, andt is the transmissivity associated with a single pass
of the energy bundle across the shell thickness and equal to exp
@2k(r2 cosu22r1 cosu3)#. In the last expression,k is an absorp-
tion coefficient of the shell material, which relates to its absorp-
tive indexk2 through the relationshipk54pk2 /l0 .

In the case of the radially uniform irradiation, the discrete en-
ergy bundles possess the same energy and located equidistantly in
the radial direction. Other kinds of energy distribution of incident
radiation can also be investigated within the deterministic ray
tracing algorithm we developed by simply adjusting the distance
and/or energy content of the ray bundles. Application of the
Snell’s law and a simple geometric analysis@7# result in the fol-
lowing recursive relations for the angle of initial incidence (u1

( i ))
and for the angles of consecutive reflections within the shell
(u2

( i ) ,u3
( i ) ,u4

( i ) ,u5
( i )) for the ith energy bundle~Fig. 2!:

u1
~ i !5sin21F S i 21

N21D r 2G , u2
~ i !5sin21S n1

n2
sinu1

~ i !D ,

u3
~ i !5sin21S r 2

r 1
sinu2

~ i !D , u4
~ i !5sin21S n2

n3
sinu3

~ i !D ,

u5
~ i !5sin21S n2

n1
sinu2

~ i !D (7)

whereN is the total number of bundles considered, andi is the
bundle index starting from 0 at the centerline of the hemisphere.
Finally, in the case of radially uniform incidence, the total appar-
ent absorptance, reflectance and transmittance are computed by
summing up the contributions from all energy bundles, i.e.,

Atotal5
( i 51

N A~ i !

N
, Rtotal5

( i 51
N R~ i !

N
, Ttotal5

( i 51
N T~ i !

N
(8)

respectively. To validate the analytical expressions for radiative
properties given by Eq.~8!, a numerical ray tracing algorithm@7#
was developed and applied to the problem in hand. The compari-
son of the results@7# indicates that the approximate analytical
results agree within 3.7 percent with the results of numerical
simulations as long as the thickness of shell does not exceed 5
percent of the shell radius.

A general three-dimensional ray tracing technique@8# uses ana-
lytical representation of the geometry in a three-dimensional vec-
tor space to find the intersection points of the ray bundle with the
discrete elements it crosses. This approach requires some addi-
tional modifications if the solution of the intersection equation is
not unique. Our simplified approach considers two concentric
hemispherical interfaces, defined by the inner and the outer radii
r 1 and r 2 , respectively. Because of the azimuthal independence,
instead of solving the bundle-interface intersection equation in the
vector form, the intersection points on the two-dimensional plane
can be found analytically~using Eq.~13! from @7#!, at least in the
case of normal incidence of collimated radiation, thereby reducing
the computational complexity associated with implementation of
the ray-tracing algorithm. Also, if the angle of incidence for a
given ray bundle is larger than the critical angle, the reflectivity is

Fig. 1 Schematic of collimated radiation incident on the batch
foam: „a… actual arrangement; and „b… idealized arrangement.

Fig. 2 Tracing an energy bundle in the hemispherical semi-
transparent shell
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assigned to a unit value. Furthermore, the substrate is assumed to
be ‘‘cold’’ and black so that no energy is reflected back or emitted
towards the shell by the substrate, thereby significantly reducing
the complexity of the shell-substrate interactions and the compu-
tational procedure.

In the presented ray tracing algorithm, any discrete element
inside the computational domain can have infinitely many possi-
bilities of incoming bundle directions that result in crossing its
boundaries, and the intensity of each such energy bundle decays
along the traveled path according to the Beer’s Law,I (r, s)
5I 0 exp(2*0

Sk ds). In order to compute the local volumetric heat-
ing rate at every point within the shell, an average intensity of
radiation needs to be computed by using the local radiant energy
conservation and calculating the energy fraction deposited on each
element from every direction. That is@7#:

I avg~r, s!5(
~ i !

I ~r, s!@12exp~2*0
S8k ds8!#dx

k dA dV
(9)

wherer denotes the element location,s is the vector in the direc-
tion of propagation of the energy bundle,s8 is the distance trav-
eled by the energy bundle through a given discrete element~it is
different for different bundle directionss!, dx is a spacing be-
tween the bundles of incident collimated radiation~it is inversely
proportional to a total number of energy bundlesN used in calcu-
lations!,dA is the cross-sectional projection area of a given ele-
ment in respect to the direction of propagation of a given energy
bundle, anddV is the incremental solid angle for a given energy
bundle. Using an averaged local intensity, the local volumetric
heating rate due to thermal radiation absorbed by an element of
the computational domain is given by

Q̇rad~r !52¹•qrad~r, s!5kE I dV5k(
k51

m

I avg~k!Dw~k!

(10)

whereDw is the increment angle in polar direction from a spheri-
cal symmetry plane. The total apparent absorptance of the hemi-
spherical shell is expressed as a ratio of the energy absorbed by all
elements in the computational domain and the incident energy@7#,
i.e.,

Atotal5
( i , jk~(kI avg,i j ~k!Dw~k!!DAi j

r 2I 0
(11)

The three summations in Eq.~11! are needed to account for the
fact that each element in the two-dimensional computational do-
main is defined by two independent indices~i and j! and an addi-
tional index~k! is used to trace directional dependence of the local
average intensity field for eachi j th element.

Scattering Phase Function. When the incident energy
bundle hits the hemispherical shell, part of its energy is reflected
immediately by the outer interface and the remaining part pen-
etrates into the semitransparent shell. After that, a given energy
bundle undergoes multiple internal reflections and during this pro-
cess some of its energy is absorbed and some is leaked out~redi-
rected to different scattering directions! through both inner and
outer interfaces. In order to construct the scattering phase func-
tion, we consider the first reflection from the outer interface and
the consecutive internal reflections accompanied by the radiation
energy leakage through the shell interfaces as separate events.
These events are characterized by the radiant energy redirection or
scattering at an angleb ~see Fig. 2!and by the fraction of the
incident radiation energy leaving the shell due to the first reflec-
tion (L1

R) or the radiant energy leakage afterith internal reflection
through the outer (L i

R) and inner (L i
T) interfaces. In other words,

we decompose the entire trajectory of any given energy bundle
into the elements with well defined scattering characteristics
~b,L!, which can be readily computed analytically or numerically
by tracing the bundle propagation. Eventually, we combine all

contributions~L1
R , L i

R , andL i
T! for any given scattering direc-

tion ~b! and rescale them in order to obtain a normalized scatter-
ing phase function. The analytical developments and the results
shown next decisively indicate that the scattering phase function
of the semitransparent hemispherical shell is well approximated
by the popular Henyey–Greenstein phase function@5,6#.

As shown by Fan and Fedorov@7#, the recursive pattern traced
by the energy bundle as it travels within the shell~see Fig. 2!is
defined by the anglesu2 throughu5 as well as by the reflectivities
r128 , r12, r23 and transmissivityt that all depend on the angle of
incidenceu1 only. Hence, using Eqs.~4! and ~7!, the fraction of
the incident radiation energy scattered by the shell due to the first
reflection (L1

R) can be expressed by a function of the scattering
angleb as follows:

L1
R~b!5

1

2 H tan2F ~p2b!/22sin21S n1

n2
sin@~p2b!/2# D G

tan2F ~p2b!/21sin21S n1

n2
sin@~p2b!/2# D G

1

sin2F ~p2b!/22sin21S n1

n2
sin@~p2b!/2# D G

sin2F ~p2b!/21sin21S n1

n2
sin@~p2b!/2# D GJ

(12)

by noting that the angle of incidence of a given energy bundleu1
and the scattering angleb are related through

u15~p2b!/2 (13)

Analogously, due to repeating pattern of internal reflections cre-
ated within the shell~Fig. 2!, the fraction of the incident radiation
energy leaving the shell by leakage afterith internal reflection
through the outer interface is given by

L i
R~u1i !5~12r128 ~u1i !!~12r12~u1i !!

3~r12~u1i !! i 22~r23~u1i !! i 21~t~u1i !!2i 22, i 52;`

(14)

where the parameteru1i in Eq. ~14! is a function of the scattering
angleb,

u1i5
1

2 H p2b2~2i 21!Fsin21S r 2

r 1

n1

n2
sinu1i D

2sin21S n1

n2
sinu1i D G J , i 52;` (15)

Equation~15! is a nonlinear and implicit equation with respect to
u1i and, thus, requires an iterative numerical solution with the
careful selection of an initial guess to achieve fast convergence. In
general, Eq.~15! may have infinitely many solutions, however, the
physically plausible solution is unique: that is the parameteru1i
must result in the scattering angleb that is between 0 andp. By
combining the contribution from the radiation reflected upon the
initial incidence on the shell and leaked through the outer inter-
face, the scattering distribution function resulting from the
radiation/outer interface interactions can be determined,

LR~b!5L1
R~b!1(

i 52

`

L i
R~u1i~b!!, 0<b<p (16)

The same procedure can be also applied to the radiant energy
escaping the shell through the inner interface, which results in the
forward scattering only. Specifically, the fraction of the incident
radiation energy leaving the shell due to leakage afterith internal
reflection through the inner interface is given by~Fig. 2!,
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L i
T~u1i !5~12r128 ~u1i !!~12r23~u1i !!

3~r12~u1i !! i 21~r23~u1i !! i 21~t~u1i !!2i 21, i 51;`

(17)

where the parameteru1i depends on the scattering angleb and
satisfies the following implicit nonlinear equation:

u1i52b1sin21S n1

n3

r 2

r 1
sinu1i D2~2i 21!Fsin21S r 2

r 1

n1

n2
sinu1i D

2sin21S n1

n2
sinu1i D G , i 51;` (18)

The scattering distribution function resulting from the radiation/
inner interface interactions is for the forward direction only, and it
accounts for the radiant energy from all incident energy bundles
leaving the shell through the inner interface at a given scattering
angleb,

LT~b!5(
i 51

`

L i
T~u1i~b!!1(

i 51

`

L i
T~u1i8 ~2b!!, 0<b<p

(19)

Note that the negative scattering anglesb are in principle pos-
sible, albeit hardly realized under practical conditions~see Fig. 2
for the coordinate system!. However, for the sake of generality,
this fact is elegantly incorporated into the scattering distribution
function, Eq.~19!, by invoking the symmetry of the problem in
hand.

We now can combine both components of the total scattering
distribution function, given by Eqs.~16! and ~19!, and, after nor-
malization ~i.e., *F dV54p!, the scattering phase function for
the semitransparent hemispherical shell is given by

F~b!5
4p~LR~b!1LT~b!!

*4p~LR~b!1LT~b!!dV
, 0<b<p (20)

It is interesting to note that for an extremely thin hemispherical
shell ~i.e., relative to its radius!, u1'u4 , u2'u3 , and r 1'r 2 .
Thus, Eqs.~16! and ~19! can be reduced to Eqs.~1! and ~2! with
the following dependence on the scattering angle,

LR~b!5
r128 1~12r128 2r12!r23t

2

12r12r23t
2 , 0<b5p22u1<p

(21)

LT~b!5
~12r128 !~12r23!t

12r12r23t
2 , b50 (22)

Results and Discussion
The numerical simulations have been performed for different

element sizes and number of energy bundles. The validity of the
numerical ray-tracing algorithm has been carefully checked by
ensuring that the results are independent of the number and the
size of discrete elements in the computational domain and of the
total number of energy bundles used in simulations. As it follows
from Table 1~a!, use of 1000 energy bundles produces fully con-
verged results with the uncertainty in the total apparent reflectance
and transmittance less than 0.1 percent as compared to much
greater number~5000! of energy bundles. The sensitivity of the
simulation results in respect to the number of discrete elements
used is reported in Table 1~b!. The dimensionless maximum local
volumetric heating rate is chosen for the comparison of results
because it has the greatest sensitivity to the number of elements
used in simulations. It is clear that full convergence~with the
uncertainty less than 0.5 percent! is achieved when 1000 energy
bundles and 8336 elements are employed. Further increase in the
number of elements and energy bundles results in a very slightly
improved accuracy and thus is not warranted. Thus, all simulation
results reported hereafter have been obtained by using 1000 en-

ergy bundles and 8336 elements. In addition, the overall energy
conservation has always been achieved by ensuring that the sum
of the total apparent absorptance, transmittance, and reflectance is
equal to unity.

The focus of this work is on the local volumetric radiant heat-
ing and resolving angular dependence of radiation scattering by
the hemispherical semitransparent shell. However, to provide a
suitable introduction to the problem and facilitate the result inter-
pretation, we first briefly summarize the results on the total appar-
ent radiative properties of the shell and validation of the analytical
model, which are discussed in detail in@7#. Figure 3 shows the
comparison of the results of the total apparent absorptance (Atotal)
and reflectance (Rtotal) obtained using a closed-form, but approxi-
mate analytical solution of the problem and those representing an
‘‘exact’’ solution of the problem using the numerical ray-tracing
technique. Clearly, the analytical and numerical models produce
essentially the same results for the total apparent absorptance,
whereas their predictions of the total apparent reflectance agree
very well ~i.e., within 1 percent!in the limit of the very thin shell
~i.e., whenr 1 /r 2→1!. The main reasons for such a discrepancy
are an approximation involved in using an infinite rather than a
finite algebraic series representation for the total apparent reflec-
tance as well as the trigonometric relationships@Eq. ~7!# that are
used for tracking the reflection angles, and this is discussed in
greater detail in@7#. In short, the closed-form analytical solution
of the problem presented here produces the results accurate within
3 percent only if the ratio of the shell inner and outer radii is

Fig. 3 Total apparent absorptance and reflectance as func-
tions of the normalized shell thickness „n 2Ä1.5, k̃Ä0.1…

Table 1 „a… Convergence of the numerical ray tracing method
as function of the number of energy bundles used in the simu-
lations „r 1 Õr 2Ä0.9, k̃Ä0.1, n 2Ä1.5…; and „b… convergence of the
numerical ray tracing method as function of the number of dis-
crete elements used in simulations „r 1 Õr 2Ä0.8, k̃Ä0.1, n 2Ä1.5….
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r 1 /r 2>0.95. Otherwise, one should resort to the numerical ray
tracing method in order to obtain an accurate prediction of the
reflectance by the hemispherical shell.

To evaluate the resistance to radiation propagation introduced
by the hemispherical shell, we compare the total apparent trans-
mittance of the hemispherical shell and that of a plane parallel
layer of the same thickness and made of the same semitransparent
material. The apparent radiative properties for the planar configu-
ration is readily available from the radiation textbooks@5,6#. The
results presented in Fig. 4 clearly indicate that the hemispherical
shell impedes much more significantly the propagation of the ra-
diation relative to the planar layer, and this difference increases
sharply as the thickness of the shell/layer increases~i.e., r 1 /r 2
decreases!. This fundamental result has very important practical
implications. For example, in glass melting it permits to quantify
the resistance to radiant heating provided by the batch foams,
thereby helping optimize the process and operating conditions.

In addition to the exact calculation of the total apparent radia-
tive properties of the shell, the numerical ray tracing allows one to
predict the local radiation intensity field at any point in the shell
@Eq. ~9!# and, thus, the local volumetric radiant heating rate@Eq.
~10!#. The latter is illustrated in Fig. 5 by showing the isolines
~contours!of the local heating rate normalized by the total irra-
diation r 2I 0 . As expected, the strongest heating spotQ̇max is pre-
dicted in the area within the shell, which is located near the point
at the inner shell interface when the onset of the total internal
reflection occurs. This is because the intensity of radiation con-
centrated in this region of the shell is the largest as it is not
reduced anymore by the radiation leakage through the inner inter-
face. It is also observed that the very top portion of the shell,
where the incident radiation impinges essentially normal to the
outer shell interface, is heated much more uniformly than the
region near the shell circumference, where the local heating is
defined by rather intricate superposition of radiation intensities
resulting from multiple reflection within the shell. Once again,
this fundamental result is of the great interest to a number of
materials processing applications, where one is trying to heat the
shell-like material by thermal radiation. In such a case, especially
if the material properties are sensitive to the local temperature and
have to be carefully controlled@4#, one could use the fundamental
understanding developed and the model as a tool to design the
radiant heating system capable of producing uniform heating of
all parts of the shell.

Figure 6 shows the normalized scattering phase function of the
semitransparent hemispherical shell~solid line!, and its compo-
nents due to direct reflection of incident radiation from the outer

interface ~dashed line!and interactions of the radiation trapped
within the shell with the outer~dash-dotted line!and inner~dash-
double-dotted line! shell interfaces as given by Eqs.~20!, ~12!,
~14!, and~17!, respectively. Note that the component of the scat-
tering phase function due to direct reflection of radiation~dashed
line! represents a typical scattering phase function for a large
spherical particle, whose scattering characteristics depend on the
specular reflectivity of interface only@6#. The second contribution
shown as the dash-dotted line is due to radiation leakage through
the outer interface, and it exhibits a strong increase beginning at
the scattering angle that corresponds to an onset of the total inter-
nal reflection regime at the inner shell interface. After that, this
component of the phase functions remains relatively constant,
providing the major contribution to the forward scattering energy
with the directional cosb larger than 0.5. Finally, as expected, the
component of the scattering phase function due to radiation/inner
interface interactions~dash-double-dotted line! has a single strong
spike in forward direction characterized by the scattering angle

Fig. 4 Comparison of the total apparent transmittance of the
planar layer and hemispherical shell „n 2Ä1.5, k̃Ä0.1…

Fig. 5 Isolines of the normalized volumetric radiant heating
rate within the shell „k̃Ä0.1, r 1 Õr 2Ä0.8, n 2Ä1.5…

Fig. 6 Normalized scattering phase function and its three
components „k̃Ä0.1, r 1 Õr 2Ä0.8, n 2Ä1.5…
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essentially equal to zero. As the shell thickness becomes thinner
~i.e., r 1 /r 2 decreases!, the last two components of the scattering
phase function shift more toward the forward direction. The total
scattering phase function combines all three components and is
depicted by the dashed line in Fig. 7.

Our calculations shown in Figs. 6 and 7 indicate that the scat-
tering of normally incident collimated radiation by the hemi-
spherical shell favors strongly the forward direction. Thus, in or-
der to achieve some generality in presenting results and to permit
comparison with other previously studied physical situations, we
tried to express the scattering phase function in terms of the popu-
lar Henyey-Greenstein phase function@5,6#.

F~b!5
12g2

~11g222g•cosb!3/2 (23)

with the dimensionless asymmetry factorg given by

g5
1

4p E
4p

F~b!cosb dV (24)

In Fig. 7, the Henyey-Greenstein~HG! phase function is used to
approximate the predicted scattering phase function for the hemi-
spherical shell, and the asymmetry factorg is calculated for three
different shell thickness. In the case of intermediate shell thick-
ness (r 1 /r 250.9), the HG approximation is quite accurate across
the entire range of the scattering angle, except for the strong peak
at cosb>0.75, corresponding to an onset of the total internal re-
flection at the inner shell interface. In the case of a thicker shell
(r 1 /r 250.8), the HG function provides satisfactory approxima-
tion for cosb<0.50, but overpredicts the probability of scattering

in the forward direction. On the contrary, for the very thin shell
with r 1 /r 250.99, the forward scattering is underpredicted by the
HG approximation.

Conclusions
This paper presents a closed-form analytical solution of the

problem involving thermal radiation interactions with a hemi-
spherical, semitransparent shell placed on the cold black surface.
It permits calculation of the total apparent radiative properties of
the shell, its scattering phase function, and the local volumetric
radiant heating of the shell under conditions of the normal inci-
dence of collimated radiation. The predictions of the analytical
model have been carefully validated by comparing with the ‘‘ex-
act’’ solution for the benchmark case obtained by using the nu-
merical ray tracing technique. The comparison of the results indi-
cate that the approximate analytical results agree within 3.7
percent with the results of numerical simulations as long as the
thickness of shell does not exceed 5 percent of the shell radius.

To elucidate the relative magnitude of the resistance to radiation
propagation introduced by the shell, the comparison is made of
the total apparent transmittance of the hemispherical shell to that
of the plane parallel layer of semitransparent material. The results
indicate that the hemispherical shell impedes significantly the
propagation of the radiation as compared to the plane parallel
layer of the same thickness, and this difference increases sharply
with an increase in thickness of the shell/layer.

Analysis of the local volumetric radiant heating indicates a rela-
tively uniform heating of the shell near its top, where radiation is
incident almost normal to the shell surface. At the same time, a
significant non-uniformity in local heating is observed near the
circumference of the shell with the maximum in the part of shell
located near the point of an onset of the total internal reflection at
the inner shell interface.

Scattering of radiation by the shell has also been analyzed in
great details, and the key components of the scattering phase func-
tion has been identified and quantified. The results of calculations
indicate a strongly forward character of the radiation scattering by
the shell, and the scattering phase function can be sufficiently well
represented by the Henyey-Greenstein approximation.

The results of this study not only provide an insight into the
fundamentals of radiation/shell interactions but also contribute to
improving a number of important applications ranging from met-
allurgical slag foaming to batch foams in glass melting to hollow
bead fabrication.

Nomenclature

A 5 absorptance
dA 5 cross-sectional projection area
I 0 5 intensity of incident collimated radiation
k 5 absorptive index
N 5 total number of energy bundles
n 5 refractive index

Q̇rad 5 volumetric heating rate
qrad 5 radiation heat flux

R 5 reflectance
r 5 radius

r 1 , r 2 5 radii of the inner and outer hemispheres, respectively
r 5 spatial position vector
s 5 distance traveled by an energy bundle
s 5 direction of ray propagation
T 5 transmittance

Greek Symbols

b 5 scattering angle
V 5 solid angle

L1
R 5 fraction of incident radiation scattered by first reflec-

tion of the energy bundle
Fig. 7 Normalized scattering phase function and Henyey-
Greenstein approximation „k̃Ä0.1, n 2Ä1.5…
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L i
R

5 fraction of incident radiation scattered~i.e., leaving
the shell!through the outer shell surface afterith re-
fractive pass of the energy bundle

L i
T

5 fraction of incident radiation scattered~i.e., leaving
the shell!through the inner shell surface afterith re-
fractive pass of the energy bundle

F 5 scattering phase function
w 5 polar angle
k̃ 5 dimensionless absorption coefficient (k̃5kr 2)
r 5 reflectivity of the interface
t 5 transmissivity

Superscript

~i! 5 refers to the bundle index

Subscripts

total 5 refers to total apparent properties

1 5 refers to surrounding medium
2 5 refers to shell material
3 5 refers to medium inside the shell
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The Application of an Inverse
Formulation in the Design
of Boundary Conditions for
Transient Radiating Enclosures
This study considers the design of thermal systems that are built to radiatively heat
objects from a specified initial condition to a specified steady state following a prescribed
temperature history. The enclosure housing the object, the object itself, and the heaters all
have thermal capacity. The necessary power input distributions for the heaters during the
heating process are sought to satisfy the design specifications. The problem is thus a
transient inverse boundary condition estimation problem, where the geometry and the
properties of the surfaces are specified and the boundary condition on the heater wall is
to be found by making use of the information provided at the design surface for each time
step. The boundary condition estimation problem requires the solution of a set of Fred-
holm equations of the first kind. Such a problem is known to be ill-posed. The introduction
of the transient nature makes the inverse problem nonlinear and even more interesting,
challenging, and realistic. A solution algorithm is proposed and used to produce a solu-
tion for a sample problem. In order to model radiative heat transmission, the Monte Carlo
method is used, which enables us to handle specularly reflecting surfaces and blockage
effects. The inverse problem is solved by the conjugate gradient method, which provides
smooth and accurate results after the first few steps.@DOI: 10.1115/1.1513574#

Keywords: Control, Furnaces, Heat Transfer, Inverse, Optimization, Radiation

Introduction
Design of thermal processing systems involves satisfying de-

sired conditions in the part of the system where the thermal pro-
cessing takes place. We call this part of the system the ‘‘design
environment’’. The conditions desired in the design environment
are dependent on the process for which the thermal system is
built. The design conditions can be reached by controlling the
conditions in other parts of the system through heaters, burners or
coolers. Therefore, the ultimate goal in a thermal design problem
is to build the required system with the correct geometry, materi-
als, and to determine the necessary input from the engineering
devices for the system to satisfy the needs of the process to be
carried out in the design environment. The complete design pro-
cess involves a number of design iterations of prototype building
and testing. Reducing the total number of design iterations by one
or two will result in significant savings. This can often be
achieved through the use of available simplified models and nu-
merical simulation techniques. Our study focuses on a part of the
design problem: The design of a system, for which the design
environment, geometry and the materials are specified and the
required boundary conditions are to be calculated. The developed
methodology can then be used as a tool for the complete design
problem.

For a process furnace, such as the ones used for rapid thermal
processing~RTP!, chemical vapor deposition~CVD!, drying, cur-
ing of paint, food processing, annealing, or curing of coated ma-
terials, the thermal problem is to heat the design object with a
prescribed distribution of temperature and net radiant energy input
throughout the heating period. These known distributions are usu-
ally spatially uniform, as uniform temperatures prevent thermal
stresses, non-uniform chemical deposition, or uneven drying or
cooking due to temperature gradients. Because each object has a

finite heat capacitance, no steady state is available instantly. In
order to reach a steady state, the design object must be heated
from an initial state while the object follows a particular heating
history, during which the design environment is to be kept at the
desired spatial distribution at all times.

This study involves the design of thermal systems where high
temperatures are present, and the dominant mode of heat transfer
is thermal radiation. The exchange of thermal radiation depends
on the fourth power of temperature. The physical problem consid-
ered here can be very complex with wavelength, direction and
temperature dependent properties, involving non-linearity due to
multimode heat transfer and the transient nature of the problem.
Furthermore, the geometry of the systems can include other levels
of complexities like blockage effects.

The traditional way to solve a design problem is to guess an
input for the energy supply devices used in the system and then
use mathematical models to check whether the desired conditions
in the design environment are satisfied. The guessed value is
modified based on the preceding results until the desired condi-
tions are reached. Such trial-and-error methods are computation-
ally expensive; moreover, it can be difficult to obtain smooth and
physically reasonable or feasible solutions.

So called ‘‘inverse design’’, on the other hand, involves the
solution of the design problem by using all available information
prescribed for the design environment to provide a direct solution
for the necessary input. As the required input for the system is
determined from the output, this kind of formulation is called the
‘‘inverse formulation’’ and the method of design is called ‘‘inverse
design’’. As a direct solution is considered, the computational ex-
pense of the inverse methods is considerably lower than trial-and-
error methods, but the drawback is that the inverse problem is
defined in terms of a set of Fredholm equations of the first kind,
which is known to be ill-posed. The defining equation must be
regularized in order to obtain an accurate, smooth, and physically
reasonable solution. There exists a number of regularization tech-
niques including truncated singular value decomposition~TSVD!,
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modified TSVD~MTSVD!, Tikhonov regularization, and the con-
jugate gradient method~CGM!, which could be used for the regu-
larization of the system.

Inverse heat transfer problems have been attracting interest
since the late 1950s. There have been many studies in the field
mostly on inverse conduction problems and the fundamental texts
include references@1–4#. More recently,@5# presented a compre-
hensive overview covering inverse convection and radiation prob-
lems in addition to conduction problems. Most of these studies
focus mainly on measurement problems. One of the first studies
addressing the applicability of inverse formulation for thermal de-
sign is@6#. In @7#, the application of the inverse design for steady
radiating systems is considered, while@8# considers multimode
heat transfer combining convection and radiation that introduces
nonlinearity to the problem. A comprehensive summary about in-
verse thermal design, focusing mainly on steady-state radiating
systems is presented in@9#.

Formulation
The problem considered in this study involves transient, com-

bined mode heat transfer. The differential form of the energy
equation for a surface that can be considered lumped across the
thicknessd inside an enclosure is:

qcv9 ~x,t !1qr9~x,t !2¹•qcd9 ~x,t !d1Q-~x,t !d5rcpd
]T~x,t !

]t
(1)

whereqcv9 is the convective heat flux, the heat flux due to conduc-
tion is

qcd9 ~x,t !52k¹T~x,t ! (2)

and the net radiative heat flux at a point on the surface is

qr9~x,t !5«~x!(
k51

NS E F S 1

«~x8!
21Dqr9~x8,t !

1
1

«~x8!
E~x8,t !GK~x,x8!dx82E~x,t ! (3)

for a system withNS surfaces andK(x,x8)dx85dFdx2dx8 .
The complete set of equations includes equations for all design,

heater and reflector surfaces and the radiative term in Eq.~1! must
be calculated from the radiative exchange equation given in Eq.
~3!. In its given form, the simultaneous solution of the coupled
inverse and initial value problem requires the calculation of the
radiative heat flux and emissive power values simultaneously for
the complete set. An alternative approach uses the exchange fac-
tors (F̃) instead of configuration factors, and can be helpful espe-
cially for problems where specularly reflecting surfaces are
present.

qr9~x,t !5(
k51

NS E E~x8,t !dF̃dx2dx82E~x,t ! (4)

where the exchange factor between differential elementsdx and
dx8 is defined as the rate of energy emitted from differential ele-
ment dx that is absorbed by differential elementdx8, and it in-
cludes all the effects of intermediate reflections. Then the energy
equation can be written for each point on the design surface as

(
k51

NU E E~x8,t !dF̃dx2dx85rcpd
]T~x,t !

]t
2kd¹2T~x,t !2qcv9 ~x,t !

2(
k51

NT E E~x9,t !dF̃dx2dx91E~x,t !

(5)

where the summation overNU denotes the surfaces with unknown
temperature distributions, andNT denotes the surfaces with
known temperature distributions at timet. For a boundary condi-
tion estimation problem with a prescribed temperature history, the
boundary and initial conditions are

T~x,0!5To (6)

To being the initial temperature for every surface in the enclosure
and

T~x,t !5Td~x,t ! (7)

for the design surface, whereTd is the temperature history that is
to be followed on that surface.

In the given form, all the terms in the right hand side of Eq.~5!
are known. The unknown term, the emissive power distribution of
the heater surfaces, is on the left hand side of the equation and is
inside the integral. Equation~5! is recognized as a Fredholm equa-
tion of the first kind, which is ill-posed, with the exchange factors
being the kernel for the system.

Numerical Discretization and Solution Procedure
When the integral form of Eq.~5! is discretized using an ex-

plicit Euler scheme in time, it becomes

(
m51

NU

(
j 51

Ns,m

Ej
nF̃ i 2 j5r icp,id i

Td
n112Ti

n

Dt
2qcd,i9 n2qcv,i9 n

2 (
m51

NT

(
k51

Ns,m

Ek
nF̃ i 2k1Ei

n (8)

whereNs,m is the number of sub-surface elements for surfacem,
the conduction heat flux is

qcd,i9 n5k¹d
2Ti

n (9)

and¹d
2 is the discretized Lagrangian.

From the prescribed design temperature historyTd(t), the de-
sired temperature distribution at the time stepn11, Td

n11, is
known. The designer’s goal is to find the necessary heater tem-
perature distribution, through solution of Eq.~8!, at time step n to
satisfy the net radiative heat flux at the same time step, so that the
desired temperature distribution at the time stepn11 will be
reached. Once the exchange factors for the enclosure are known,
Eq. ~8! can be reduced to a system of discretized linear Fredholm
equations of the first kind written as

F̃ i 2 jEj5bi (10)

where bi is the net radiative heat flux absorbed by design sub-
elementi that originates from the heater elements, the terms on
the right hand side of Eq.~8!.

The system characterized by Eq.~10! is then solved to find the
necessary temperature distribution along the heater surfaces for
the time stepn. In order to obtain smooth, accurate, and physically
reasonable solutions the linear system of equations must be regu-
larized.

The necessary heat input for the heaters to satisfy the required
heater distributions at each time step can be evaluated from the
discretized energy and radiative transfer equations for the heaters
after the heater temperatures are found. The relation is

Qi9
n215r icp,id i

Ti
n2Ti

n21

Dt
2qcd,i9 n212qcv,i9 n21

2 (
m51

NS

(
j 51

Ns,m

Ej
n21F̃ i 2 j1Ei

n21 (11)

Due to the ill-conditioned character of the systems solved at
each time step and the nature of the design problem itself, satis-
fying the necessary temperature distribution while following the
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desired heating profile may predict the removal of power from
some heater elements at some time steps. Since adding and re-
moving power from heater elements at the same time will not be
desirable for practical purposes, the heaters with negative powers
are just turned off and the power input is set to zero for those
elements in such a situation. This introduces some difference be-
tween the predicted and desired design condition. The heater tem-
perature for the stepn in the corresponding elements is corrected
according to

Ti
n5Ti

n211
Dt

r icp,id i
S qcd,i9 n211qcv,i9 n211 (

m51

NS

(
j 51

Ns,m

Ej
n21F̃ i 2 j

2Ei
n21D (12)

The constraint of no negative heater inputs, the regularization
of the system and solution of the linear system all introduce some
error, and the design surface will not receive exactly the same
radiative flux as evaluated from Eq.~8!. Therefore, the resulting
temperature distribution on the design surface at the time stepn
11 needs to be corrected according to the supplied radiative en-
ergy by Eq.~12!, replacingn by n11. Similarly, the temperature
distributions of the reflector surfaces can be updated for the time
step n11 by utilizing Eq. ~12!, replacingn by n11, once the
necessary temperature distribution along the heaters is calculated
for the time stepn.

The procedure described is applied from the initial time step,
where the design, reflector and the heater surfaces are all at a
prescribed initial condition. An outline of the procedure is pre-
sented in the flowchart in Fig. 1.

Sample Problem
The problem considered in this study is a transient thermal

boundary condition estimation problem, in which the designer
aims at controlling the thermal conditions in the design environ-
ment by setting the necessary thermal conditions on the heater

surfaces. The design surface is to be heated from an initial state to
a final steady-state, while it is kept at a spatially uniform tempera-
ture, following a specified heating profile.

The use of the proposed algorithm is demonstrated in a sample
problem. A two-dimensional evacuated furnace with eight straight
surfaces, which are all gray, with thin-strip resistance heater sur-
faces 5, 6, and 7, design surface 2 and reflector surfaces 1, 3, 4,
and 8 as shown in Fig. 2 is considered. The heater surfaces are
nichrome with an oxidized rough surface leading to diffusely re-
flecting surfaces. The reflector surfaces are polished aluminum,
and are therefore specularly reflecting with a larger reflectivity
than the heater and design surfaces. The design surface is silicon
carbide, which is diffusely reflecting. The heater surfaces are
made up of 30 nichrome strip heaters each of uniform temperature
that are slightly separated from each other. There is no forced flow
inside the enclosure and it is assumed that the effect of natural
convection is negligible when compared with the thermal radia-
tion and the conduction along the surfaces. The backside of the
design surface is insulated and it does not touch the reflector sur-
faces at the edges; so thermal radiation is the only means of ex-
changing heat from the design surface to its surroundings. Fur-
thermore, it is assumed that the conduction across the plate
thickness is negligible when compared with the thermal radiation
exchange on the inside of the enclosure and conduction along the
plate so that the surface can be approximated as lumped across the
plate thickness. Other assumptions are that all the thermal prop-
erties are constant and independent of the temperature variations
in the system, and the system is in local thermodynamic equilib-
rium.

The required heating history is presented in Fig. 3 and is de-
fined by a polynomial providing a smooth heating curve from an
initial temperature of 300 K to a final temperature of 1000 K and
Td(t) is uniform across surface 2. The geometric data and re-
quired thermal properties of the surfaces are presented in Table 1.

Results and Discussion
The problem of transient heating of the design object is solved

to evaluate the necessary power input for the 30 individual strip
heaters~10 on each surfaces 5, 6, and 7 of Fig. 2! to provide the
necessary radiative flux for the design surface so that it will be
heated spatially isothermal, following the specified temperature
history presented in Fig. 3 in a total time of 60 sec. Certain con-
siderations should be underlined regarding the solutions, so that
the results can be discussed more clearly.

In this study, exchange factors are calculated once by the Monte
Carlo method~MCM! before the rest of the calculations as the
geometry and the radiative properties do not change. The MCM is
a statistical solution technique that makes use of sampling of pho-
ton bundles that carry the radiative energy. The method produces
very accurate solutions within limits of statistical accuracy, which
can be estimated. It is also a very flexible method and has a simple

Fig. 1 The flowchart of the solution algorithm

Fig. 2 The geometry of the furnace
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formulation that enables easier handling of additional complexi-
ties like specularly reflecting surfaces, complex geometries and
effects of participating media and scattering. The method is ex-
plained in detail in@10–12# and it will not be discussed here. The
verification of the MCM used in this study is available in@13# for
similar irregularly shaped enclosure problems.

In order to produce regularized solutions the conjugate gradient
method~CGM! is used in this study. The CGM is a solution al-
gorithm that can be used to evaluate the exact solution vectorh
for any linear system that is defined in the form,Cu5b, in
N-steps, whereN is the number of unknowns.

For a linear system with a symmetric and positive definite co-
efficient matrixC, the CGM can be interpreted as a way to mini-
mize the function,H(u)5@C(h2u)#•(h2u), which has a value
of zero whenu5h, at its minimum. The method can be general-
ized for any arbitrary system when the system defined by Eq.~10!
is multiplied by CT. The function,H(u), minimizes as¹H(u)
and the residual of the system reach zero, as it can be shown that
the gradient of the functional is equivalent to the negative of twice
the residual for the system (¹H(u)522r), where the residual
for the system is defined as

r5 b2Cu (13)

In the CGM, the solution is defined as a linear combination of
theC-conjugate vectors. At each step, a newC-conjugate vector is
introduced that is used to modify the solution, leading to a mono-
tonic decrease in the norm of the residual vector.

The derivation of the method to solve a linear system of equa-
tions such as Eq.~10! is presented in@14#, and it will not be
repeated here. The basic advantages of the CGM can be summa-
rized as; the simplicity of computational procedures, the require-
ment of small memory for storing intermediate results and param-
eters and its robust convergence characteristics, i.e., the
superiority of each approximation when compared with the previ-

ous ones. In addition, the original coefficient matrix is stored and
used as is. Furthermore, the intermediate solution produced in
each step can be considered as a different and unique solution;
however, as more steps are included, the error is reduced, but
oscillations in the solution increase. Therefore, the CGM can be
considered to produceN-different solutions, which enable the user
to choose one particular solution, based on the competing needs
~accuracy versus smoothness! of the problem under consideration.

The use of the method as a tool in inverse and/or ill-conditioned
problems is discussed in detail in@15#. Reference@5# presents an
extensive discussion of the application of the method for various
inverse heat transfer problems. In@16# its similarity with another
regularized solution technique used in inverse problems, truncated
singular value decomposition~TSVD! is presented, underlining its
advantages in terms of memory requirement and computation time
over TSVD. Based on the information presented in@16# CGM is
preferred over TSVD as a regularized solver for this study.

For an ill-conditioned problem, it can be shown that there is a
compromise between the accuracy and smoothness of the solution
considered. The very first steps of the CGM produce fairly accu-
rate but smooth results, while the further steps improve the accu-
racy at the expense of a loss of smoothness and physical meaning.
As solutions that are not smooth are not desired for practical pur-
poses in engineering problems, a solution that is both accurate and
smooth with a physical meaning is selected among theN possible
solutions. The problem of deciding on the solution which is to be
considered as an optimal solution is usually tackled in inverse
problems with the help of the so called ‘‘L-curve’’ that is a plot of
the variation of the residual norm against the solution norm.

In a transient problem, it should be emphasized that it is not
only desired to obtain spatially smooth distributions but also
smoothly changing temporal distributions for each spatial location
along time. If the optimal number of CGM steps is sought at each
time step, significant fluctuations in the variables along time re-
sult, as the CG-step yielding the optimal solution may change at
each time step. In order to get a smooth distribution along time,
solutions must be produced using a fixed CG-step for each time
step rather than using the optimal solution. This leads to a loss in
accuracy in certain time steps where a more accurate and still
smooth solution might be available from the use of more CGM
steps.

The proposed solution procedure is applied for the sample
problem and Fig. 4 displays the error of the achieved temperature
distribution along the design surface throughout the process,
which is defined as

Fig. 3 Desired design surface temperature history

Table 1 The geometric and thermal parameters that define
surfaces

Fig. 4 The errors based on design surface temperature and
the design specification
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It may be observed from Fig. 4 that the accumulated errors
affect the system the most when the non-dimensional time is
about 27 sec. (t/60s545), reaching a maximum error of 0.45
percent, where the average error is 0.12 percent. The maximum
and average errors decrease to 0.16 and 0.07 percent, respectively,
as the system reaches steady state. The actual solution accuracy is
limited by the assumptions considered for the formulation, prop-
erty values and the radiation solver used. Observe that the locus of
the maximum error is usually at the tips of the design surface.
This information can be used by the designer to reconfigure the
heater or enclosure geometry to achieve better agreement with the
prescribed design environment.

The resulting error distribution on the design surface, demon-
strated in Fig. 4, is achieved for the temperature history on the 30
heater strip surfaces displayed in Fig. 5. The temperature of the
heater strips is slightly above the temperature of the design sur-
face at all times, as the design surface follows the prescribed
temperature history,Td(t). Furthermore, the distribution along the
heater strips is such that when combined with the resulting design
and reflector surface temperature distributions, the spatially uni-
form heat flux and temperature conditions are satisfied on the
design surface. The temperature of the heater strips increases until
it peaks at approximately around 39 sec. (t/60s50.65) at a value
near 1100 K and then decreases to the steady state temperature of
the design surface.

The 30 heater strips exchange energy by thermal radiation with
other surfaces and each other, and receive energy as an input. In
order to control the temperature distribution of the heater strip that
in turn controls the temperature distribution on the design surface,
the input power distribution is varied. The necessary power input
is displayed in Fig. 6. In order to obtain the necessary power input
distribution presented in Fig. 6 an additional constraint is used at
the initial time step. For the problem under consideration, the
required heat flux on the design surface is zero with all initial
design and reflector surface temperatures being 300 K. It is appar-
ent that a uniform distribution of 300 K along 30 heater strips will
satisfy the design constraints exactly. However, the regularized
inverse solution predicts a heater profile that has a slight gradient.
The heater strips close to the edges tend to have values lower than
300 K and the ones close to the middle higher than 300 K so that
the energy equation is satisfied at every location. When the design

constraint that restricts the energy removal from the strips is ap-
plied, the values of the non-dimensional temperature below 300 K
are corrected to 300 K leaving the ones above as they are. This
sudden change from isothermal initial conditions at the end of the
initial time step due to the regularization error necessitates a large
amount of power input per time step to account for the heat ca-
pacity of the heaters, especially for simulations utilizing a very
small time step (Dt,0.376 sec.). Therefore, a second constraint is
applied for the initial time step to remove the ‘‘artificial’’ need for
the power input that has nothing to do with the physical needs of
the system. This constraint limits the power input for all heater
strip elements at the initial time step leading the heater strips not
to change their temperature.

All the results presented in Figs. 4–6 are obtained using a time
step size ofDt50.0226 sec. and 64 surface elements with a
26310 grid resolution. The exchange factors are pre-calculated by
MCM using 400 million sample photon bundles in 2682.3 seconds
using a Pentium™ III 650 MHz platform. The result from the first
CG-step was used in order to obtain physical solutions with
smooth spatial and time profiles, during the entire heating for
2660 time steps using 5.6 sec. of computation time. Identical so-
lutions result when the grid resolution is doubled, utilizing 128
surface elements with a 52320 grid. Although the accuracy of the
inverse solutions could have been improved by using the results of
further CG-steps, this increases the norm of the solution as dis-
played in theL-curve. TheL-curve represents the variation of the
residual norm with the solution norm for a single time step and a
sampleL-curve from the solution presented is displayed for the
665th time step in Fig. 7. Every point in Fig. 7 represents a pos-
sible solution resulting at the end of each CG-step for the subse-
quent time step. While the decrease in the residual norm repre-
sents the increase in solution accuracy, the corresponding increase
in the solution norm represents the decrease in the smoothness of
the solution. Therefore, the solutions produced by the use of fur-
ther CG-steps are more accurate but have a greater tendency to
produce non-physical solutions than the earlier CG-steps.

In order to investigate the effect of the CG-step used in the
solution of the sample design problem, the maximum percentage
error of solutions produced using different CG-steps and time step
sizes are compared in Fig. 8. It can be observed that the time step
size is an important parameter that affects the level of accuracy in
the solution. The time discretization error dominates the solution
when a large time step is used. Therefore, for time step sizes
larger than 3.76 sec. the system at some point overheats the design
surface due to discretization errors in such an amount that satis-
fying the design goal becomes numerically impossible using posi-

Fig. 5 The temperatures of thirty heater strips along the heat-
ing process

Fig. 6 The necessary power input for thirty heater strips
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tive emissive power on the heater elements. As a result, no physi-
cal result is available. On the other hand, when the time step is
decreased, the total number of time steps used for the solution
increases. This simply results in increasing the cumulative effect
of regularization errors, perhaps leading the system to a state
where it is also impossible to maintain a physical solution as
stated above. Therefore, the algorithm cannot produce any solu-
tion when the time step is reduced below some value.

The range of time steps where it is possible to produce a physi-
cally meaningful solution differs for solutions that use the results
of a different number of CG-steps. This range is from 3.76 to
0.0226, 3.76 to 0.301 and 3.76 to 0.0188 sec. when the results of
the first, second and third CG-step are used, respectively. The
solutions that use the results of the first and the third CG-steps
have a larger time step size range than the solution that uses the
result of the second CG-step. This is because the solution evalu-
ated using the result of the first CG-step is the smoothest; thus,
even though it is affected most by the cumulative effect of the
regularization error as the number of time steps used increases, it
still can produce physically reasonable solutions up to some point.

On the other hand, the solution evaluated using the result of the
third CG-step is subject to the least regularization error among the
three solutions and the cumulative effect of the regularization er-
ror starts affecting the system later than the other two although it
produces the least smooth solutions. The solution using the results
of the second CG-step satisfies neither of the conditions, and as a
result has the smallest range of useful time step size.

One of the main characteristics of inverse problems is that the
resulting solutions are very sensitive to perturbations in input.
That is why it is customary to test the solution procedures devel-
oped to tackle inverse problems by introducing some perturbation
to the problem considered@5#. In our case, inverse design, some
changes in the designed system, analogous to the perturbations in
the measured data, should be considered to test the versatility of
the design technique developed. One should be very careful when
introducing changes for a design problem as this can lead to a
problem that has no solution within the acceptable level of accu-
racy. Two tests with modifications in the input data are considered
in this study; the first is the use of reflector surfaces that have
larger emissivity~«50.5! and the second is replacing the slab
design surface with a two-dimensional surface so that the furnace
geometry becomes as displayed in Fig. 9. The lengths of surfaces
2-a and 2-c in Fig. 9 is 0.3 m and the new design surface intro-
duces blockage into the problem leading the spatially isothermal
heating of the surface to be more difficult to achieve than it was in
the previous case. The rest of the problem’s conditions for the
materials used, geometry, and the design objective are unchanged.

Figure 10 displays the required heater temperature distribution
throughout the process, for the case with reflector surfaces having
«50.5. The distribution is calculated using the results of the first
CG-step and a time step size of ofDt50.0226 sec. The maximum
error of the design is less than 0.6 percent. When Figs. 5 and 10
are compared, it can be observed that the temperature gradient
along the heater strips is greater in the case where reflector sur-
faces have«50.5 it can be concluded that the original case is
more likely to be the preferred configuration, both in terms of
achieving the design goal more accurately and in terms of effi-
ciency considerations as in the original case the reflector surfaces
absorb less energy. The results are in agreement with physical
intuition, as highly reflecting sidewalls will make it easier to
achieve spatially uniform distributions.

The second modification considered is the change in the design
surface geometry as shown in Fig. 9. The required temperature
distributions along the heater strips are displayed in Fig. 11. The
maximum error in the design surface absolute temperature for the
final case is less than 0.7 percent, which can be a significant error
for applications like RTP or CVD but can be considered within
acceptable limits when the governing assumptions are considered.
The solution presented in Fig. 11 are produced using the results of
a single CG-step with a time step size ofDt50.0376 sec., which

Fig. 7 The L -curve, variation of the solution norm with re-
sidual norm for time step 665

Fig. 8 The change in solution accuracy with the CG-step used
and time step size

Fig. 9 The geometry of the furnace for the modified case
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is the limiting value for the case. In order to further improve the
solutions, the designer should consider other changes, either in
geometry or the materials used.

The main advantage of the proposed procedure is that it can
produce a transient direct solution and it can be applied with any
similar regularization technique instead of CGM or any other
method to formulate the radiation transfer instead of MCM with
the limitations outlined. When the temperature dependency of the
thermal properties becomes important the solution technique
could be modified by two different approaches. Both of these
approaches require the calculation of configuration factors instead
of the exchange factors at the beginning. One of the approaches is
then to calculate the exchange factors at each time step based on
the properties varying with changing temperature distributions
and following the rest of the steps in the procedure as outlined in
Fig. 1. The burden of the calculation with this approach is the
calculation of exchange factors from configuration factors. The
alternative approach to get rid of this burden is using the configu-

rations factors in the formulation directly, i.e., using Eq.~3! in-
stead of Eq.~4! leading to a larger number of simultaneous equa-
tions to solve at each time step.

Conclusions
A transient heating design problem is solved as a transient

boundary condition estimation problem. Heating of a design sur-
face is considered in an irregularly shaped radiating enclosure. It
is desired that the temperature should be kept uniform over the
surface while the surface is heated following a specified heating
profile. A number of heater strips together with specularly reflect-
ing, polished, reflector surfaces are used to reach the design goal,
through varying the temperatures of the heaters by controlling the
power input for each of the heater strips.

A design technique based on inverse formulation is used for
solving for the necessary power input for the strip heaters. Ex-
change factors are used to simplify the formulation of the radia-
tive transfer equation. The Monte Carlo method and the conjugate
gradient method are used in the solution of the particular problem;
but the same methodology can be applied using any method that is
capable of providing the exchange factor information and regular-
ized solutions.

The inverse boundary condition estimation problem, which is
set by the conditions based on the previous time step, is solved for
each time step by using the conjugate gradient method. In order to
avoid changes in the resulting profiles the results of a fixed num-
ber of solution steps are used in all time steps. This yields smooth
profiles at the expense of some loss in accuracy in terms of meet-
ing the prescribed transient temperature distribution of the design
environment. Even so, the difference between the specified design
goal and the obtained results does not exceed 1 percent, at any
place and any time, during the entire heating process.

The proposed solution technique extends the capabilities of in-
verse design from steady design problems to transient design
problems, which are more realistic engineering problems in many
cases. The problem can be extended to the case where the thermal
properties vary by considering updating the thermal properties at
the end of each time step. For the case where radiative properties
such as emissivities vary, a formulation based on configuration
factors rather than exchange factors will be preferable.
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Nomenclature

A 5 area~m2!
b 5 right hand side vector
C 5 the coefficient matrix
F̃ 5 exchange factor
N 5 number of unknowns or the elements
Q 5 power input for heater strips~W!
r 5 residual vector of the system
u 5 vector of unknowns or solution
x 5 local coordinates along surfaces~m!

%ET 5 the absolute percentage error based on the tempera-
ture achieved

Greek Symbols

d 5 plate thickness~m!

Subscripts

cd 5 due to conduction
cv 5 due to convection

d 5 design specification
o 5 initial condition
r 5 due to thermal radiation
S 5 surfaces in the enclosure

Fig. 10 The temperatures of thirty heater strips along the heat-
ing process for the problem with reflector surfaces having
«Ä0.5

Fig. 11 The temperatures of thirty heater strips along the heat-
ing process for the furnace geometry displayed in Fig. 9.
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s 5 sub-surfaces in a surface
T 5 surfaces with unknown temperature distributions in

the corresponding time step
U 5 surfaces with unknown temperature distributions in

the corresponding time step

Superscripts

n 5 n-th time step
9 5 flux ~per area!
- 5 volumetric rate~per volume!
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Combined Radiation and
Conduction in Glass Foams
Understanding of heat transfer in glass foams and the development of theoretical tools for
predicting heat transfer properties of glass foams is critical to improving the efficiency of
glass manufacturing. In this paper, combined radiation and conduction heat transfer in a
semitransparent glass foam layer is analyzed. The foam layer is thin and of the uniform
thickness, bounded by hot combustion gases on top and glass melt on bottom, and exposed
to isotropic radiation originating from hot refractories. Heat transfer is assumed to be
one-dimensional perpendicular to the plane-parallel foam layer. A previously developed
model is used to calculate effective extinction coefficients and scattering phase function of
the foam layer using a void size distribution and assuming all voids to be spherical. These
radiation properties are then used along with a Schuster-Schwarzchild two-flux approxi-
mation to solve the radiative transfer equation (RTE). A method for obtaining the effective
thermal conductivity of the foam layer is also presented. The RTE and the energy conser-
vation equations are simultaneously solved using a numerical iteration procedure. The
effect of foam thickness and bubble size on the temperature distribution in the foam layer
is studied. @DOI: 10.1115/1.1513579#

Keywords: Furnaces, Heat Transfer, High Temperature, Insulation, Manufacturing

Introduction
The bulk of the glass products ranging from glass containers

and decorations to optical fibers and TV displays are produced
from the glass that is melted in the large-scale glass melting fur-
naces. The raw materials are fed into the furnace through the inlet
ports in the form of socalled batch logs. Multiple burners in the
combustion space above the melt are used to heat up the refrac-
tory walls of the furnace to sufficiently high temperatures, and the
hot refractories in turn supply radiant energy for melting the raw
materials. During melting, chemical reactions in the batch produce
gas bubbles, which rise toward the surface due to buoyancy forces
and convective currents in the melt@1–3# to become trapped at the
free surface of the glass melt, forming a thin layer of glass foam
that covers between one to two thirds of the free surface of the
glass pool. Being semitransparent, the glass foam layer attenuates
thermal radiation emitted by the hot refractories and combustion
gases through both absorption and scattering. This causes a sig-
nificant decrease in the radiative heat flux that reaches the glass
melt, leading to an increase in required melting time and a de-
crease in heating efficiency.

Although heat, mass, and radiation transports in the combustion
space~reviewed by Webb@4#! and in the glass melt~reviewed by
Viskanta @5#! have been studied quite extensively, only recently
some progress was made in understanding heat and mass transfer
in glass foams@6#. In particular, Fedorov and Viskanta@7,8# de-
veloped a methodology for predicting the effective radiative prop-
erties~absorption and scattering coefficients and scattering phase
function! of the glass foams and radiative transfer in glass foam
blanket. Both cases of collimated and diffuse radiation incidence
have been considered, and analytical expressions for the total ap-
parent reflectance, transmittance, and absorptance of the foam
layer have been obtained by accounting for external and internal
reflecting boundaries of the layer. The results of this work con-
firmed Trier’s @9# indirect observations that the transmittance of
thermal radiation even through a relatively thin~2 cm thick!
foam layer never exceeds 20 percent or, in other words, the foam
blanket provides significant resistance to radiative heat transfer
from the hot refractories and combustion products to the batch

and molten glass in the tank. Among different parameters of the
foam layer, the thickness of the foam layer and the mean bubble
size showed major impact on the radiative characteristics of the
foam @7,8#.

In this work, combined conduction and radiation heat transfer
in glass foams is analyzed. The radiative transfer model developed
by Fedorov and Viskanta@7# is used to obtain the effective radia-
tive properties of the foam layer. These properties are then incor-
porated into a combined conduction and radiation heat transfer
model of the foam layer. The resulting temperature distribution in
the foam layer is analyzed to elucidate the degree to which the
foam layer impedes heat transfer to the glass melt. Also, the effect
of foam parameters, such as thickness and mean bubble size, that
have been previously identified as most important@8# to radiative
heat transfer in foams is studied and discussed in detail.

Analysis

Foam Layer Model. Consider a plane parallel layer of glass
foam in a glass melting furnace as schematically shown in Fig. 1.
This layer consists of many gas bubbles separated by thin glass
melt films ~lamellae!and is bounded by the slowly circulating
glass melt at the bottom and moving hot combustion gases at the
top. The origin of the coordinate system is at the top surface of the
glass foam layer and the axis points toward the bottom of the
layer. The glass foam layer is assumed to be of uniform thickness,
l, and to extend indefinitely in the plane perpendicular to the
x-axis. Visual observations and analysis of samples taken from the
actual furnaces confirm the validity of such a one-dimensional
representation of the foam layer.1 The foam structure is very com-
plex: it consists of the spherical~at the bottom!and polyhedral~at
the top!bubbles and its porosity may vary across the thickness of
the layer from 0.5 to 0.97. A detailed description of the structure
and composition of glass foams is available@3,6#. There is a great
deal of uncertainty and difficulty in experimental determination of
the foam structure@3#, and this demands development of a sim-
plified, yet realistic representation of the foam structure. A para-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 17, 2001;
revision received June 26, 2002. Associate Editor: R. Skocypec.

1Typical foam layers observed in actual and laboratory furnaces~Owens Corning
and Techneglas, USA and Schott Glas, Germany! are between 2 to 10 centimeters
thick and extended over several meters over the surface of the molten glass mainly
between the batch logs, thereby supporting the validity of the one-dimensional
analysis.
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metric representation of the bubble size distribution in the glass
foam was proposed by Fedorov and Viskanta@7# based on the
modified gamma function@10#. The extensive parametric studies
@8# indicate that a uniform bubble~assumed to be spherical! size
distribution across the foam layer with a carefully selected mean
bubble diameter may be sufficiently accurate, considering signifi-
cant uncertainties in determining other input parameters~e.g.,
spectral radiative properties of the glass and glass thermal conduc-
tivity as function of temperature!. A balance between the surface
tension and buoyant forces reveals the dominant bubble size to be
between 3 and 5 mm, and the average porosity of the foam layer
is about 0.7 for the operating conditions found in the actual fur-
naces@6,7#.

Governing Equations. The general energy conservation
equation for the foam layer is given by@11#

rS ]u

]t
1v•¹uD52¹•q2p¹•v1mF1Q̇ (1)

For a typical glass foam layer, the motion of the bubbles is
slow and convective terms in the energy conservation can be ig-
nored. Thermal radiation that is incident on top of the foam layer
originates primarily from the hot and rough refractory walls of the
furnace, whose temperature remains essentially constant because
of the large thermal capacity of the refractory bricks. These facts
support a steady-state approach to treatment of heat transfer in the
glass foam layer subjected to isotropic incident radiation. The
flow and heat transfer in the combustion space and glass melt
above and below the foam layer, respectively, are assumed steady
and fully developed with uniform temperature. Thus, within
one-dimensional representation of the foam layer and assuming
the heat transfer within the foam layer is steady with no heat
generation or viscous dissipation, the energy conservation equa-
tion becomes,

d

dx F2k
dT

dx
1qr G50 (2)

where qr is the total radiative heat flux, which is obtained by
integrating the spectral radiative heat flux distribution over the
entire spectrum.

The spectral radiative heat flux is related to the spectral in-
tensity of radiation,I l , which for an absorbing, emitting, and
scattering medium is given by the solution of the RTE, which is
given by @10#

¹•@ I l~s,V̂!V̂#52bl~s!I l~s,V̂!1kl~s!I bl~T~s!!

1
sl

4p E
4p

I l~s,V̂8!Fl~s,V̂8→V̂!dV̂8 (3)

wheres is the position vector of a particular point in the medium
with respect to a given coordinate frame,V̂ is a line-of-sight

direction unit vector,bl , kl , andsl are the spectral extinction,
absorption, and scattering coefficients, respectively, andI bl is
Planck’s blackbody emission function. The scattering phase func-
tion, Fl , is the probability that a beam of radiation of a certain
wavelength traveling in directionV̂8 will be deflected into direc-
tion V̂.

Expressing the RTE in terms of optical thickness,tl , for the
case of isotropic incident radiation gives@7#

m
dIl

dtl
52I l~m!1@12vl#I bl~T~tl!!

1vlE
21

1

I l~m8!F~m,m8!dm8 (4)

wherem is the cosine of the angle between the given direction and
the x-axis,vl is the single scattering albedo, andF(m,m8) is the
azimuth averaged scattering phase function. Introducing the
Schuster-Schwarzchild two-flux approximation@7,10# and inte-
grating over the forward and backward hemispheres yields two
coupled ordinary differential equations for the intensity field,

1

2

dIl
1

dtl
52@12vlFd#I l

11vl@12Fd#I l
21@12vl#I bl~T~tl!!

(5a)

2
1

2

dIl
2

dtl
52@12vlFd#I l

21vl@12Fd#I l
1

1@12vl#I bl~T~tl!! (5b)

where Fd is the fraction of radiation scattered in the forward
hemisphere and is given by Fedorov and Viskanta@7#. These
equations can be transformed into a second order ordinary differ-
ential equation with spectral radiative heat flux as the dependent
variable:

d2qrl

dx2 5~Al
22Bl

2!qrl12pEl

dIbl

dx
(6)

with Al522bl(12vlFd), Bl52blvl(12Fd), and El
52bl(12vl).

The total radiative heat flux is then given by

qr5E
0

`

qrldl (7)

Equations~6! and ~7! combined with the energy conservation
equation, Eq.~2!, and proper boundary conditions allow for a
solution of the temperature field in the foam layer.

Boundary Conditions. Equation ~6! requires two boundary
conditions and these are obtained assuming the boundaries of the
foam layer are semitransparent, non-emitting, and diffusely re-
flecting @10#:

I l~s,V̂!5I inc,l~s,V̂!1
rd~s!

p E
n̂•V̂8,0

I l~s,V̂8!un̂"V̂8udV̂8

(8)

Equation~8! is simplified by invoking a two-flux approximation,
and the resulting boundary conditions on the top and bottom
bounding surfaces are:

I l
1~0!5~12r12!S nf

ng
D 2

I bl~Teff,t!1r21I l
2~0! (9)

I l
2~ l !5~12r32!S nf

nl
D 2

I bl~Teff,b!1r23I l
1~ l ! (10)

whereTeff,t andTeff,b are the effective ‘‘emission’’ temperatures of
the bounding media at the top~refractory walls and combustion
space!and bottom~glass melt!of the foam layer, respectively;nf ,

Fig. 1 Schematic of glass foam layer
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ng , and nl are the refractive indices of the foam, combustion
gases, and the glass melt, respectively. These boundary conditions
are then expressed in terms of spectral radiative heat flux using
qrl5p(I l

12I l
2), giving

2~11K2!qrl~0!1
2~12K2!

Al1Bl

dqrl

dx U
x50

5
4pEl~12K2!

Al1Bl
I b~0!

14pK1 (11)

22~11K4!qrl~ l !1
2~12K4!

Al1Bl

dqrl

dx U
x5 l

5
4pEl~12K4!

Al1Bl
I b~ l !

14pK3 (12)

where K15(12r12)(nf /ng)2I bl(Teff,t), K25r21, K35(12r32)
3(nf /nl)

2I bl(Teff,b), and K45r23. The energy conservation
equation, Eq.~2!, requires two boundary conditions, which are
obtained by performing energy balances at the interfaces. At the
top interface, heat is transferred to the foam layer by convection
from the circulating combustion gases and radiation that is ab-
sorbed at the interface. In addition, the top of the glass foam layer
emits radiation in the wavelength region where glass is opaque. At
the bottom interface, heat is transferred by convection from the
slowly circulating glass melt. Thus,

2kf S dTf

dx D
x50

5hg@Tg2Tf~0!#

1«opE
lc

`

@Ebl~Teff,t!2Ebl~Tf~0!!#dl

(13)

2kf S dTf

dx D
x5 l

5hl@Tf~ l !2Tl # (14)

where lc is the critical wavelength beyond which the glass is
opaque, and«op is the emissivity of the foam layer surface beyond
the critical wavelength.

Solution Method

Numerical Approach. A band model is employed to perform
spectral integration in computing the total radiative heat flux. Di-
viding the entire spectrum intoN intervals~bands!and assuming
the spectral radiative heat flux to be constant in each band, the
overall energy conservation equation, Eq.~2!, becomes

(
i 51

N
dqri

dx
Dl i2

d

dx Fkf

dTf

dx G50 (15)

whereqri is the spectral radiative heat flux for band~i! computed
using Eq.~6! for each band (i 51,2, . . . N). TheseN11 equa-
tions, Eq.~6! for each band and Eq.~15! are solved iteratively
according to the following procedure.~1! assume/update the tem-
perature field,Tf(x); ~2! solve Eq.~6! to calculate the spectral
radiative heat flux for each band (i 51,2, . . . N) using boundary
conditions Eqs.~11! and ~12!; ~3! using spectral radiative heat
fluxes, solve the overall energy conservation equation, Eq.~15!, to
obtain an updated temperature distribution in the foam; and~4!
repeat the process by returning to step~1! until the error in pre-
dicting the temperature is less than 1026 between successive it-
erations. It should be noted that the first term in Eq.~15! is a
nonlinear function of the temperature. In order to obtain conver-
gence in the iterative process, the fully implicit scheme is used to
discretize Eq.~15! and the nonlinear dependence of the radiative
heat flux on temperature is incorporated into the solution by in-
troducing the following linearization of the spectral radiative heat
flux:

dqri

dx U
Tf

'
dqri

dx U
T

f
old

1
d

dT Fdqri

dx GU
T

f
old

@Tf2Tf
old# (16)

whereTf
old is the temperature field in the previous iteration. The

tridiagonal matrix inversion algorithm~TDMA! is used to solve
the resulting set of linear algebraic equations.

Model Parameters

Effective Thermal Conductivity of Glass Foam.Equation~15!
requires an effective conductivity of the foam (kf) as one of the
key parameters. The development of the effective thermal conduc-
tivity of the foam layer presented here parallels the development
by Pilon et al.@12# for the gas diffusion coefficient in closed-cell
foams. The foam layer is viewed as a collection of cubic cells,
stacked directly on top of one another, so that they are aligned
perfectly in the vertical direction. Each cubic cell has glass walls
and a cubic, gas filled cavity. A cross section of the cubic cell is
shown in Fig. 2~a!. Conduction across the cubic cell can be mod-
eled with an equivalent thermal resistance network. The cubic cell
is broken into four separate resistance elements as shown in Fig.
2~b! with resistance values shown in Fig. 2~c!. Combining these
resistances yields an effective resistance, which can be used to
express the thermal conductivity of the foam as

Fig. 2 „a… Typical cubic cell; „b… thermal resistance elements
of the cubic cell; and „c… equivalent thermal resistance network
for computing the effective thermal conductivity of the foam

Journal of Heat Transfer DECEMBER 2002, Vol. 124 Õ 1105

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



kf5klL
4kl t~L2t !1kg~L22t !2

2t@kg~L22t !214kl t~L2t !#1klL
2~L22t !

(17)

Defining a dimensionless thickness,j5t/L, the effective thermal
conductivity of the glass foam can be written as

kf5kl S 4klj~12j!1kg~122j!2

2kgj~122j!214klj
2~12j!1kl~122j! D (18)

or it may be expressed in terms of the foam porosity,f, which is
linked to the dimensionless thickness,j, as follows:

f5
~L22t !3

L3 5~122j!3 (19)

Thus, given thermal conductivities for the glass melt and gas, the
effective thermal conductivity of the glass foam layer becomes
only a function of the porosity. The conductivity of the glass melt
is a function of the temperature and is given by@13#

kl511
T2273.15

600 F W

m•KG (20)

The thermal conductivity of the gas is assumed to be constant in
the temperature range of the glass foam layer and is given bykg
50.05 W/m-K @14#.

Glass Parameters. The band model presented by Viskanta
and Wu@15# is used to describe the spectral behavior of the ab-
sorption coefficient of glass. This is a three-band model with the
following parameters:

kl525 m21 for 0<l,2.7 mm

kl5250 m21 for 2.7<l,4.7 mm

kl5` m21 for l.4.7 mm

Thus, the glass foam layer is semitransparent to radiation with a
wavelength below the critical value of 4.7mm and is opaque to
radiation that has a wavelength above this value. Following the
work by Lee and Viskanta@16#, the refractive index of the glass
and its emissivity in the opaque region areng51.5 and «op
50.9, respectively. The reflectivities of the combustion gas/foam
interface are given by empirical correlations in~@17#, p.21!based
on data compiled by Orchard@18#. No such data exists for the
foam/glass melt interface reflectivities, which for the purposes of
this analysis are estimated using Snell’s law for an optically
smooth interface.

Environmental Parameters.The temperature of the combus-
tion gases and refractories is expected to be around 1800 K, which
is also taken as the effective ‘‘emission’’ temperature. Similarly,
the glass melt temperature is assumed to be 1000 K and the ef-
fective ‘‘emission’’ temperature at the bottom of the layer is also
assumed to be 1000 K. The convective heat transfer coefficient for
the combustion gas/foam layer interface is expected to be about
100 W/m-K @16#. The convective heat transfer coefficient at the
foam/glass melt interface is uncertain as it is locally dependent on
the complex natural convection flow structure in the glass melt
and transport of bubbles near the foam/glass melt interface, which
are function of the specific furnace type and operating conditions.
In the large scale furnaces, the case considered here, the glass melt
velocity near the free surface is only a few centimeters per minute
because of the slow circulation of the glass melt@19#, and we
assume a relatively low value of glass/foam heat transfer coeffi-
cient, 5 W/m-K, to reflect such a behavior. In general, the heat
transfer coefficient should be calculated by performing detailed
simulations of heat and fluid flow in the glass melt for the specific
furnace design and specific operating conditions@5#.

Model Validation
There are two major sources of uncertainties that must be as-

sessed and controlled to have confidence in the validity of the
simulations results. First comes from the accuracy of the model
for predicting effective radiative and thermophysical properties of
the foam, which was carefully assessed in@6–8#, and also from
the validity of the assumptions used in the model formulation,
which is discussed in the previous section. The second source is
due to the numerical methods used for solving the problem in
hand, and the validation procedure is discussed next.

The convergence tests were performed on the baseline case of a
5 cm thick foam layer with a uniform bubble size distribution.
Successive increase of the number of nodes led to convergence of
the temperature field. The largest error was at the bottom bound-
ary where increasing the number of nodes from 500 to 1000 gave
a 0.5 K difference. The difference at all other corresponding nodes
was on the order of 131022. To obtain a satisfactory combination
of computational efficiency and accuracy, 500 nodes were used
for all cases.

The effect of the number of bands used for spectral integration
below the critical wavelength was also studied. Increasing the
number of bands led to a convergent temperature field, and to
obtain sufficiently accurate results, 20 bands were used below the
critical wavelength. The number of bands used above the critical
wavelength is not as crucial since the amount of radiant energy in
this spectral region is relatively small.

The numerical algorithm developed in previous section was
tested on the relatively simple case of a plane parallel, gray,
absorbing-emitting medium between two isothermal plates at
1000 K and 500 K to verify that it produces accurate results.
Figure 3 illustrates the temperature distribution across this layer
for various values of the conduction to radiation parameter,Ncr ,
as defined by Modest@10#. Comparing these results to those given
by Modest~@10#, p. 719! shows excellent agreement, as our pre-
dictions and those by Modest on Fig. 3 lie on top of each other. It
should be mentioned that the algorithm displays instabilities if
Ncr,1025 ~i.e., when radiation is essentially the only mode of
heat transfer!because the source linearization procedure@Eq.
~16!# is not sufficiently robust~i.e., requires a good initial guess!
to handle the problems with a overwhelming dominance of the
nonlinear ~radiation! phenomena. Fortunately, this does not
present a problem, sinceNcr in the typical glass foam layers is on
the order of 1022 or higher.

Fig. 3 Code validation results: comparison of the tempera-
ture profiles for different values of the conduction to radiation
parameter †10‡
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Results and Discussion
In all simulations, the parameters were taken as those presented

in the previous sections unless otherwise noted. Since the foam
layer thickness is expected to range from 1 cm to 10 cm, the
baseline case is taken as a 5 cm, isotropically scattering foam
layer with a uniform bubble size of 5 mm as representative to the
actual arrangement@7#. Figure 4 shows the temperature field for
the baseline case along with the temperature field for a layer under
the same conditions with zero resistance to radiation transport
~i.e., the spectral extinction coefficient,bl , is zero across the
entire spectrum!. The case of zero-resistance to radiation is such
when pure heat conduction equation is solved within the foam
layer ~i.e., foam is assumed not to scatter or absorb radiation in
the spectral range where it is semitransparent!, yet the convection
1radiation boundary condition~Eq. ~13!! is still used to account
for fraction of radiation absorbed at the top surface of the foam
within the spectral region where glass is opaque. Thus, the pur-
pose of Fig. 4 is to emphasize the difference between the cases
when one does and does not account for the radiation/foam inter-
actions in the spectral region where glass is semitransparent. The
foam layer shows a temperature drop from about 1745 K to 1113
K compared to the temperature decrease from 1770 K to 1592 K
shown in the zero-radiation resistance foam layer. This confirms
that the heat transfer to the glass melt is significantly impeded by
the presence of the foam layer. This observation agrees with the
result obtained by Fedorov and Viskanta in@7,8#, which predicts a
total apparent transmittance of zero for a 5 cm thick foam layer.
The comparison between the results obtained when both radiation
and conduction are considered~solid line! and when radiation is
neglected~dashed line!provides also a good illustration to the
relative magnitude of radiation to conduction heat transfer resis-
tances. In the case of the optically thick foams~thickness greater
than 5 cm for the soda-lime glass considered here!, the radiation
heat transfer resistance dominates and accounts for greater than 75
percent of the total resistance to heat transfer across the foam
layer ~see Fig. 4!. On the other hand, for the optically thin foams
~thickness below 3 cm!comparison of the results obtained for the
cases when both conduction and radiation are considered and
when radiation is neglected~not shown here!indicates that the
radiative transfer becomes a less significant~less than 30 percent
of the total resistance is due to radiative transfer!, although still
not a negligible factor in determining of the total resistance to heat
transfer.

The impedance of heat transfer to the glass melt depends
strongly on the thickness of the foam layer as shown in Fig. 5,
which shows temperature profiles for a foam thickness ranging

from 1 cm to 10 cm. Because the incident radiation can more
easily penetrate a thinner foam layer~i.e., the amount of scattering
and absorption experienced by the radiation is reduced!, the tem-
perature at the glass melt interface is greater. Examining Fig. 5, a
1 cm foam layer has a temperature of 1345 K at the glass melt
interface, 232 K higher than that for the baseline 5 cm foam layer.
Furthermore, the temperature at the glass melt interface tends to-
ward the glass melting temperature for thicker foam layers be-
cause the thicker the foam layer, the smaller the fraction of radia-
tion that reaches the interface between the foam and glass melt,
thereby decreasing heat transfer to the glass melt. As the foam
layer thickness grows, the temperature profiles approach the
asymptotic limit set by the curve for 10 cm thick foam, provided
all other parameters remain the same. Also, Fig. 5 shows that
thicker foam layers exhibit a higher temperature at the foam/
combustion gas interface because of an increased total resistance
to heat transfer. If the furnace is considered to be a perfectly
insulated box, as a first approximation, then an increase in the
foam temperature stipulates an equivalent increase in the effective
temperature of the refractories in order to maintain the required
supply of energy for heating the glass melt. This leads to an in-
creased generation of NOx pollutants via thermal mechanisms in
the combustion space and also promotes wear of the furnace
crown, resulting in a significant decrease in the furnace longevity.

Fig. 4 Temperature field for baseline case and a zero-radiation
resistance layer

Fig. 5 Effect of foam layer thickness on temperature profile
for the foam layer with average bubble diameter a Ä5 mm

Fig. 6 Effect of bubble size on temperature distribution for a 1
cm foam layer
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The effect of bubble size on the temperature field was also
investigated. Temperature fields for foam layers containing
bubbles of a uniform size from 1 to 7 mm are illustrated in Figs.
6 and 7, which correspond to a foam layer thickness of 1 cm and
5 cm, respectively. These figures show that bubble size has more
influence on the temperature field for thinner foam layers. Essen-
tially, foam layers thicker than about 4 cm become opaque for
bubble sizes on the order of 5 mm@7#, which is the prevalent
bubble size expected for the glass melting process. Since the 5 cm
foam layer is effectively opaque, the temperature field is almost
independent of bubble size. For the 1 cm foam layer, radiation is
only partially absorbed by the foam, and the temperature at each
point in the foam layer decreases with increasing bubble size, with
the difference becoming smaller as the bubble size increases. To
explain this, consider Fig. 8, which plots the spectral extinction
coefficient according to the model presented by Fedorov and Vis-
kanta @7# for different bubble sizes. The trend observed for the
spectral extinction coefficient is the same as for the temperature
field. For a smaller bubble size, the extinction coefficient is larger,
causing more of the radiation to be attenuated within the foam
layer, which raises its temperature.

Finally, the effect of the heat transfer coefficient at the molten
glass/foam interface has been also assessed. The results indicate
that a change in the heat transfer coefficient by one order of mag-
nitude from its baseline value of 5 W/m-K has very little effect on

the temperature distribution across the foam layer, as long as it is
optically thick ~i.e., when the layer thickness is greater than 5 cm
for soda-lime glass!. The shape of the temperature profiles re-
mains the same, and only the temperature of the foam/molten
glass interface becomes slightly lower~i.e., closer to the glass
melt temperatureTl) when the heat transfer coefficient is in-
creased. This is because the dominant resistance to heat transfer
lies in the foam itself, rather than at the top~foam/combustion
space!and bottom~foam/glass melt!interfaces, as long the foam
layer is optically thick. Only when the foam layer is optically thin
~the actual thickness is less than 3 cm!, an order-of-magnitude
increase in the foam/molten glass heat transfer coefficient results
in a significant decrease of the foam/molten glass interface tem-
perature~by about 200°C to 300°C!. However, such thin foams
are unlikely to be stable in the actual furnace environment because
of strong combustion-induced pressure fluctuations in the furnace
environment above the foam@6#.

Conclusions
Combined conduction and radiation heat transfer through a

foam layer with application to a glass melting has been studied.
The results show that the foam layer offers a significant resistance
to radiative transport, which reduces the heat flux to the glass melt
and the temperature at the interface with the glass melt. Thus, the
amount of heat received by the glass melt is much less in areas of
the glass melting furnace where thicker foam layers are present,
which makes the melting process more costly and inefficient.
Thicker foam layers also have a higher combustion gas/foam layer
interface temperature because of an increased resistance to the
heat transfer, which in turn leads to an overall higher temperatures
of the furnace environment. This facilitates an increased genera-
tion of thermally actuated pollutants such as nitric oxides. The
bubble size and heat transfer coefficient at the foam/molten glass
interface are also important in determining the temperature distri-
bution in the foam layer, but only for optically thin foam layers.

Finally, the theoretical model of the heat transfer in the foam
developed here makes the first step in establishing a critical, and
so-far missing link@6# that is required to couple heat and mass
simulations of the combustion space@4# and of the glass melt@5#
towards development of an integrated approach for the model-
based optimal design of glass melting furnaces. In addition,
knowledge of the local temperature distribution across the foam is
critically important to understanding and controlling foam forma-
tion and stability as well as the chemical composition and quality
of the molten glass@6#. This is because the mass transport prop-
erties of the foam regulates diffusion of chemical species from the
combustion space to the glass melt and vice versa, and gas diffu-
sion through the glass foams is a thermally activated processes, as
the effective mass diffusion coefficient of major gas species (O2 ,
SO2 , CO2 , H2O, and others!depends exponentially on the local
temperature of the foam@12#.

Nomenclature

Symbol

Fd 5 fraction of forward scattered radiation
h 5 convective heat transfer coefficient
I 5 intensity of radiation
k 5 thermal conductivity
l 5 foam layer thickness

L 5 size of the foam unit cell
n 5 refractive index
n̂ 5 unit vector normal to surface
p 5 pressure

Q̇ 5 internal heat generation
q, q 5 heat flux

T 5 temperature
t 5 time
u 5 internal energy

Fig. 7 Effect of bubble size on temperature field fo r a 5 cm
foam layer

Fig. 8 Effect of bubble size on spectral extinction coefficient
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v 5 velocity
x 5 coordinate in direction perpendicular to foam layer

Greek Symbols

b 5 extinction coefficient
« 5 emissivity
k 5 absorption coefficient
s 5 scattering coefficient
r 5 density
m 5 viscosity
f 5 porosity
F 5 scattering phase function or viscous dissipation function

in Equation~1!
l 5 wavelength~refers to a spectral quantity!

V̂ 5 unit direction vector
v 5 single scattering albedo
t 5 optical thickness (5*0

xbdx)

Subscripts

b 5 refers to blackbody
c 5 refers to conduction

eff 5 refers to an effective value
f 5 refers to foam
g 5 refers to gas phase

inc 5 refers to incident radiation on the top of the foam
l 5 refers to liquid phase~glass melt and lamellae!
r 5 refers to radiation

Superscripts

1 5 refers to forward hemisphere
2 5 refers to backward hemisphere
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A Holistic Optimization of
Convecting-Radiating Fin
Systems
A convecting-radiating fin array, which stands vertically outside of a horizontal rectan-
gular duct, has been analyzed for various design constraints. Fully developed turbulent
flow is considered inside the duct. This study takes into account the variation of fluid
temperature along the duct, which has been ignored in most of the earlier studies. The
one-dimensional governing equation for temperature distribution along the fin is solved
for all the fins of the fin array and the total heat transfer rate per unit system mass, total
entropy generation rate and optimum fin height based on maximum heat transfer rate per
unit system mass are evaluated from the derived temperature profiles. These quantities are
then correlated as functions of geometric and flow parameters for three types of fin
profile. Optimum solutions are generated based on (i) maximum heat dissipation rate per
unit system mass and (ii) minimum entropy generation rate. A procedure to combine these
two optima in order to obtain a ‘‘holistic’’ optimum is also discussed.
@DOI: 10.1115/1.1497358#

Keywords: Convection, Optimization, Radiation

Introduction
The performance of heat exchanging devices can be improved

by heat transfer augmentation techniques such as the use of ex-
tended surfaces. This improves the convective and radiative heat
transfer rates, which result in decrease of system size and weight.
Fins are especially attractive for these applications because they
offer an economical, trouble free solution to the problem, when
properly designed. In recent years, a great deal of research effort
has been devoted to the analysis and optimization of extended
surfaces. An experimental study on natural convection heat trans-
fer from horizontal fin arrays has been performed by various re-
searchers like Harahap and McManus@1#, and Jones and Smith
@2#, and the same configuration with radiation and mutual irradia-
tion between fins was analyzed by Donovan and Rohrer@3#, Ram-
mohan Rao and Venkateshan@4#. From these studies, it was ob-
served that natural convection is a dominant process. Generally,
heat transfer processes are accompanied by thermodynamic irre-
versibility such as entropy generation. The production of entropy
may be due to fluid friction and heat transfer across a finite tem-
perature difference. These irreversibilities can be minimized by
keeping the entropy generation pertinent to the thermal system to
the minimum. The coupling between entropy generated due to the
above mentioned irreversibilities was examined using the concept
of heat exchanger irreversibility by Bejan@5# and also discussed
the origin of irreversibility production mechanism and its distri-
bution through a fluid medium under convective heat transfer situ-
ation. Numerical thermodynamic optimization studies have been
conducted by Nag and Mukherjee@6#, and Balaji et al.@7# for
various thermal situations.

The above review of literature shows that a lot of work has
been done in the area of heat transfer optimization of fins and
entropy generation minimization as well. However, optimization
of thermal systems by holistically considering the above two com-
peting criteria is an undeveloped area. Such an analysis would
enable a much better understanding of the problem and make
useful correlations available. This is the main objective of the
present work. In the present study, turbulent flow inside a flat duct

on which the convecting-radiating fins stand vertically, has been
considered and one dimensional fin equation for a convecting-
radiating fin array is solved using various numerical techniques.

Mathematical Formulation
The problem considers an array of equally spaced vertical fins

standing on the top of a rectangular duct bathed by fully devel-
oped turbulent flow. This is shown in Fig. 1. The bottom side of
the duct is truly adiabatic. The fin profile can be rectangular, tri-
angular or trapezoidal in general. The following assumptions are
made in the present work.

~i! The fin material is homogeneous and the material properties
are constant.

~ii! Steady state conditions prevail in the fin system.
~iii! The flow inside the duct is considered to be fully devel-

oped and turbulent.
~iv! The temperature gradient across the fin thickness is very

small as compared to the gradient along the fin height.
~v! The duct and fin width are unity.

Heat transfer takes place by convection from the fluid to the wall
of the tube, whereas from the surface of the fin and the duct heat
is lost by both convection and radiation to the environment. The
mutual interaction between adjacent fins has also been considered.
Aluminum has been chosen as the fin and duct material because of
its high thermal conductivity and low density. Under steady state
conditions, the application of energy conservation principle along
a fin yields@8#,

d2f1

dY2 2D1H
df1

dY
2NctbD2~f12f`!2NrtbD2f1

41S NrtbD2

2sTb
4 D

3@Gl1Gr #50 (1)

where,Gl andGr are the irradiations from the left and right side
of the fin respectively andD1 , D2 are the fin constants, which are
given by,

D15
m

~ tb2mYH!
and D25

Am214

~ tb2mYH!
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where, ‘‘m’’ is defined as the ratio of the difference between the
fin base and end thickness to height of the fin, and is given by,
m5(tb2te)/H. The non-dimensional variables are defined by

Nc5
H2h1`

ktb
, Nr5

«sH2Tb
3

ktb
, and f15T/Tb1 , Y5y/H

(2)

Equation~1! represents the dimensionless governing equation for
a one-dimensional convecting-radiating fin. The boundary condi-
tions are given by

Y50, f151 and Y51,

df1

dY
1S Hh1`

k D ~f12f`!1S «sHTb
3

k D ~f1
42f`

4 !50 (3)

An energy balance needs to be carried out on the unfinned portion
of the duct, because heat will be transferred from the unfinned
portion too. The duct wall is considered to be very thin, so that
conduction along the duct wall is neglected. So, heat convected
from the fluid in this portion is directly transferred to the environ-
ment by convection and radiation. An energy balance@9# on a
small element of the unfinned portion of the duct gives,

df2 f

dX
1S «sw

mCpTin
D ~sf2s

4 Tin
4 2G!1S h2`sw

mCp D ~f2s2f`!50

(4)

and

~f2 f2f2s!5S «

hfTin
D ~sf2s

4 Tin
4 2G!1S h2`

hf
D ~f2s2f`! (5)

The dimensionless variables are defined by,

f2s5
Ts

Tin
, f2 f5

Tf

Tin
, f`5

T`

Tin
and X5

x

s
.

The initial condition is given by, atx50, Tf5Tin2 , whereTin2
is the local fluid entry temperature in the unfinned portion~Tf
5Tin for the first unfinned portion!. In this study, the heat transfer
coefficientsh1` , h2` , andhf are computed based on the corre-
lations available in literature@10#. As regards radiation, two types
of shape factors need to be used in the present analysis,~i! shape
factor between the fin elements, and~ii! shape factor between the
fin and duct elements. Hottel’s Crossed String method@11# has
been used to obtain the shape factors between these elements.
After obtainingN2 view factors forN elements, the radiosity for-
mulation is used for calculating the radiosities and irradiation on

the fin and the duct surfaces. Radiosity is assumed uniform over
the area of any element. The dimensionless radiosity ofith ele-
ment is given by,

f ri 5« iRi1~12« i !(
j 51

N11

Fi j f r j

where f ri 5
Ji

sTa
4 and Ri5

Ti
4

Ta
4 (6)

The irradiation on theith element can be obtained by

Gi5(
j 51

N

Fi j f r j .

Because of the variation of fluid temperatures along the duct, the
temperature profile of one fin is different from the adjacent fin. So,
the irradiation on a fin from a fin on right side is different from
that from a fin on the left side.

Solution Procedure
The geometry of the system is fixed by the input data of fin

height, fin thickness, number of fins, mass flow rate, duct spacing
and emissivity of the surface. With the assumed values of nodal
temperature of all the fin and the duct elements, the radiosity Eq.
~6! is evaluated using a Gauss-seidel iterative procedure in order
to obtain the updates for the radiosities and the convection heat
transfer coefficients are calculated using the available correlations.
With these updated values, the one-dimensional fin equations are
solved using a finite difference scheme with a second order La-
grangian polynomial, whereas the energy balance equations of the
unfinned portion are solved by Euler’s implicit method to obtain
the new set of nodal temperature values. The convective heat
transfer coefficients in the inside of the duct are computed using
Dittus-Bolter equation with an equivalent hydraulic diameter of
the duct. The above procedure is repeated until the error on the
temperature updates is less than the required convergence crite-
rion (1025) and upon convergence, the temperature distribution
along the duct is obtained. The properties of the coolant fluid have
been evaluated at the average temperature of the fluid at inlet and
outlet, whereas the outside air properties are taken as functions of
the film temperature of the surface. One-dimensional semi-cosine
grid pattern with 30 elements along the fin height has been used.
The convergence criterion used throughout this analysis is as
given:

Fig. 1 Schematic of the physical system being investigated. The figure shows
a general case of trapezoidal-profiled fins arranged on a horizontal duct
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Since steep gradients will be encountered near the wall, the semi-
cosine grid pattern gives a finer grid near the fin base and progres-
sively lesser grids towards fin the tip. After obtaining the fluid
temperature distribution, the heat transfer rate per unit mass of the
system and the total entropy generation rate due to heat transfer
are calculated by summing all the elemental quantities.

Then the total entropy generation rate is given by

Sgen,total5Sgen,heat1Sgen,fluid. (7)

Entropy generation due to heat transfer is defined as the irrevers-
ibility produced on the fin and the duct because of conductive,
convective and radiative resistances. The entropy generation
rate due to the fluid friction is calculated by using the following
relation,

Sgen,fluid5mfDP/r fT` (8)

where, the pressure difference is given byDP5(4 f L/
D)(r fV

2/2) and friction coefficientf is given by f 50.046/Re0.2

for turbulent flow@12#.

Results and Discussion
A coolant like air with inlet temperature of 373 K has been

considered for the present study. The geometric and flow param-
eters which characterize the present problem are duct spacing~D!,
duct length~L!, fin height~H!, number of fins~n!, mass flow rate
(mf) of the fluid and the surface emissivity~«!. The range of
above-mentioned parameters can be seen from Table 1. Before
undertaking the parametric study, a detailed grid independence
has been performed for various combinations of parameters and it
is found that the variation of total heat transfer per unit mass with
number of elements is almost negligible after 20 elements. Hence,
a grid pattern of 20 elements in each finned and unfinned portion
is used in all the calculations. Within this range, results such as
optimum fin height, fin and fluid temperature distribution, total
heat transfer rate per unit mass and total entropy generation rate
are obtained. An asymptotic validation has been performed for a
typical case to compare the numerical results with analytical val-
ues for a particular fin system configuration and the excellent
agreement of results can be seen from Fig. 2. Figure 3 shows the

fluid temperature distribution along the duct for a particular set of
geometric parameters. From the figure, it is observed that the tem-
perature drop is linear in the unfinned portion of the duct, while a
steep drop is observed in the finned portion of the duct, as ex-
pected. This variation of fluid temperature along the duct for a
particular combination of parameters has been compared with the
numerical data of Sunilkumar@13#, who considered the problem
of a purely radiating fin system and the good agreement can also

Table 1 Range of parameters considered in the present study

Fig. 2 Asymptotic validation plot shows the agreement of nu-
merical values of total heat dissipation rate with analytical so-
lution „HÄ0.10 m, sÄ0.05 m, t bÄ0.0015 m, TinÄ400 K, and n
Ä10…

Fig. 3 Comparison of dimensionless fluid temperature values
of the present analysis with data of numerical analysis of Su-
nilkumar †13‡ for a particular combination of parameters „mC p
Ä14 WÕm"K, kÄ114 WÕm"K, LÄ0.50 m, TinÄ450 K, HÄ0.08 m,
nÄ12, and «Ä0.50…
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be seen in this figure. The results of total heat dissipation from a
rectangular cavity open at the top end with constant base tempera-
ture and variable wall temperature has also been compared with
results available in the literature@14# for various aspect ratios. A
reasonably good agreement has been found with the results of this
study.

Effect of Various Parameters on the Performance of Fin
System

The quantity of utmost importance in the design of a fin system
is the heat transfer rate per unit mass of the system. In order to
improve the performance of a thermal system, this quantity should
be improved. But from the viewpoint of second law, an increase in
total heat transfer rate from the system will increase the entropy
generation rate. The system’s departure from the reversible limit
may be characterized by its second law efficiency, which will be
higher if the entropy generation rate can be reduced to lower
values. Hence, the total entropy generation from the system is also
incorporated as a design criterion in this optimization analysis and
an effort is made to consider both criteria in order to obtain ‘‘ho-
listic’’ optima. Figure 3 shows the variation of total heat transfer
rate per unit mass with respect to fin height for three fin profiles.
From this figure, it can be observed that the triangular fins have
higher heat dissipation rate per unit system mass as compared to
other fins. Besides, from the viewpoint of entropy generation also
triangular fins are more effective than other configurations. This
study emphasizes the advantages of triangular fins over the other
fin profiles. If rectangular or trapezoidal fins are employed instead
of triangular fins, the increase of system mass is much severe and
this is inadequately compensated by the increase in total heat dis-
sipation. Hence, triangular profiled fins show the best perfor-
mance. But from the view point of ease of manufacturing, rectan-
gular fins offer some advantage over the other two fin profiles.

Meanwhile, as the fin height increases, the total heat transfer
rate per unit mass attains a peak value and then starts decreasing.
The height at which the peak occurs is called the optimum fin
height and these points are marked in Fig. 4. This is because, up to
this maximum height, the heat transfer rate increases more rapidly
than does the mass of the system and beyond that, the increase in
height only adds mass without a commensurate increase in the

heat transfer rate. But there is a linear variation with respect to fin
height as far as the total entropy generation rate is concerned. The
variation of total entropy generation rate with respect to duct spac-
ing for three fin profiles has been illustrated in Fig. 5. Up to some
value of duct spacing, the total entropy generation rate increases
abruptly; beyond that point, the variation becomes almost con-
stant. For lower values of duct spacing, the effect of fluid friction
and heat transfer on entropy generation is very severe. This is
mainly due to high friction factors at lower values of duct spacing.

Fig. 6 Variation of total heat transfer rate per unit mass with
duct spacing for three fin profiles and the following combina-
tion of parameters „nÄ10, LÄ1.0 m, HÄ0.05 m, m fÄ0.25 kgÕs,
and «Ä0.50…

Fig. 4 Variation of total heat transfer rate per unit mass with
various fin heights for three fin profiles. The following param-
eters are considered: „nÄ10, LÄ1.0 m, DÄ0.03 m, m f
Ä0.25 kgÕs, and «Ä0.50…

Fig. 5 Variation of total entropy generation rate with duct
spacing for three fin profiles. The graph is plotted for the fol-
lowing of parameters „nÄ10, LÄ1.0 m, HÄ0.05 m, m f
Ä0.25 kgÕs, and «Ä0.50…
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Figure 6 depicts that the variation of total heat transfer rate per
unit mass with various duct lengths. As the duct length increases,
the mass of the system increases much more rapidly than does the
total heat transfer rate and hence the total heat transfer rate per
unit system mass decreases. However the variation of total en-
tropy generation rate with duct length is linear. From these, it is
clear that a fin system with a lower duct length is more effective
from both heat transfer and entropy points of view. However, the
spacing between two fins is based on the duct length and number
of fins. For better convective heat transfer rates, this spacing
should not fall below the 2d limit, whered is the thermal bound-
ary layer thickness along the fin for these conditions and is ob-
tained by using standard correlations@10# for a vertical heated
wall. So, for a typical case, the duct length and number of fins are
selected in such away that the 2d limit should be satisfied.

Figure 7 has been drawn to compare the convective and radia-
tive heat transfer rates for a typical case of design parameters and
the variation of total heat transfer rate per unit mass is shown
against fin height. From the figure, it is clear that the short fins
give better performance than long fins in the viewpoint of total
heat dissipation rate per unit system mass for the case of both
convection and radiation. The shorter fins are mainly more effec-
tive in the case of radiation, because short fins have smaller tem-
perature variation along the fin height with favorable shape factors
to the ambient. The same trend had been obtained in the experi-
mental analysis of Rammohan Rao@4#.

Optimum Fin Height
A detailed study was carried out to obtain the value of optimum

fin height, choosing various combinations of parameters normally
encountered in the design of thermal systems. Typically for a par-
ticular value of duct spacing, duct length, number of fins, mass

flow rate and emissivity; the fin height is increased gradually from
a low value@say 0.01 m#to a high value@say 0.1 m#in suitable
steps, until an optimum is reached. This optimum corresponds to
maximum heat transfer rate per unit system mass. This procedure
is repeated for the possible combinations of parameters in the
given range that are shown in Table 1, and adequate number of
points near the peak of the curve are chosen for the calculation of
optimum fin height. A large number of such curves have been
analyzed in the present study. Figure 7 shows the variation of the
total heat transfer rate per unit system mass with fin height for
different values of emissivity. The existence of optimum fin height
is shown in the figure and is observed that the optimum value
decreases as emissivity increases. This is due to the fact that for
short fins, the temperature distribution along the fin becomes uni-
form when emissivity increases; hence the optimum shifts to
lower values of fin height.

Correlations
Based on the detailed numerical study, in order to present re-

sults in a directly usable form in the given range of parameters,
correlations are proposed. A multiple nonlinear regression proce-
dure is used to evolve these correlations and the constants and
exponents that are involved in these correlations are given in
Table 2 for three kinds of fin profiles. These correlations and
discussion there on are presented below.

Fig. 7 Comparison of convection and radiation mode of heat
transfer. The figure shows the variation of total heat transfer
rate per unit mass with fin height for various emissivities and
the following parameter values „LÄ1.0 m, DÄ0.03 m, and m f
Ä0.25 kgÕs…

Table 2 Values of constant and exponents for correlations:
„a… correlations for optimum fin height „Hopt

ÄC1e „m f* a…n bL cDde „e* e…
…; „b… correlations for total heat

transfer rate per unit system mass „gÄC2„1

¿H…

am f
be „n 1* c …L de „e* D1…e „f* «1…

…; and „c… correlations for total en-
tropy generation rate „SgenÄC3Ham f

b
„1¿n …cL dDe

„1¿«… f
….
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Correlation for Optimum Fin Height
The correlation for optimum fin height is given by,

Hopt5C1e~mf* a!nbLcDde~«* e! (9)

The correlation coefficient is 0.98 with an RMS error of65.8
percent. From this study, the variation of optimum fin height with
mass flow rate and emissivity has been found to be exponential,
where as the optimum fin height varies monotonically with the
other parameters.

Correlation for Total Heat Transfer Rate per Unit System
Mass

The correlation for total heat transfer rate per unit mass is given
by,

g5C2~11H !amf
be~n1* c!Lde~e* D1!e~ f* «1! (10)

where,n15n/(11n), D15D/(11D), and«15(12«)/(11«).
Equation~10! has a correlation coefficient of 0.98 and the RMS

error is 66.7 percent on the estimated values. The form of the
correlation is in line with the effects of various parameters that
influence the total heat transfer rate and this been discussed ear-
lier. The above correlation is applicable only for fin height upto
the optimum fin height, as beyond this value, the total heat trans-
fer rate per unit system mass decreases as fin height increases.
Hence, the analysis of the fin system beyond this limit has not
been carried out in the present study and the optimum fin height is
the maximum limit for fin height, for further optimization studies.

Correlation for Total Entropy Generation Rate
The values of total entropy generation rate for all possible set of

parameters are correlated by the following way.

Sgen5C3Hamf
b~11n!cLdDe~11«! f (11)

The estimated entropy generation has a RMS error of67 percent
and the correlation coefficient is found to be 0.995. The strong
influence of duct spacing, duct length and mass flow rate on the
total entropy generation rate can be inferred from the correlation.

Optimization Study
The variation of two basic criteria were explained in the earlier

sections and data obtained by numerical analysis were used to
synthesize useful correlations. Now, it would be interesting to
incorporate these two criteria together in order to obtain a ‘‘truly
holistic’’ optimum solution for the fin system. This optimization
could be done in two ways. One is to find an optimum solution for
a thermal system that dissipates a fixed quantity of heat duty. The
second one is to rate a thermal system, i.e., to obtain an optimum
value of a crucial parameter with other parameters being held
fixed. The latter is the prime objective of the present study.

The optimization proceeds with the assumption that all the pa-
rameters except mass flow rate are known. The objective is to
have a fin system with an optimum flow rate at which the two
competing criteria total heat transfer rate per unit system mass and
total entropy generation rate which when considered together
would result in a minimum total penalty. The optimization proce-
dure starts with the calculation of the maximum and minimum
values of total heat dissipation per unit system mass and total
entropy generation rate respectively within the given range of
mass flow rates for a particular set of parameters that are chosen
randomly. Then the two correlations that are given in the above
section are non-dimensionalized by the calculated maximum and
minimum values by the following way. The values of the param-
eters are given by,

H50.03 m, n510 fins, L51.5 m, D50.03 m,

«50.80

Range of mass flow rate ismf50.125 kg/sec to 0.325 kg/sec.
For Rectangular fins:

From Eq.~10!. At mf50.325 kg/sec,gmax597.443 W/kg
From Eq.~11!. At mf50.125 kg/sec,Sgen,min50.532 W/K

The dimensionless form of the above two quantities are given
by

NQ5
g

gmax
51.451* mf

0.331 (12)

NS5
Sgen,min

Sgen
50.348* mf

20.507 (13)

The variation ofNQ andNS are plotted against mass flow rate in
Fig. 8. The point at which the two curves cross each other may be
deemed to be the holistic optimum and is noted to be 0.182 kg/
sec. From this simple analysis it can be seen that the penalty on
total heat transfer rate per unit mass is only 15 percent, while the
total entropy generation has been reduced by 26 percent for par-
ticular set of parameters. The same procedure could be applied to
all the possible combinations of parameters and an optimum so-
lution for all other parameters can also be found by this simple
way. One could also explore the possibility of considering other
competing criteria in order to arrive at ‘‘holistic’’ optima.

Conclusions
A convecting-radiating fin array which stands vertically on a

horizontal duct through turbulent flow is considered, has been
analyzed and the following conclusions have been arrived at.

1 For the range of parameters considered in this study, it is
observed that the convection is the dominant mode of heat
transfer compared to radiation.

2 Arrays having shorter fin lengths showed better performance
for convection as well as radiation.

3 The existence of an optimum fin height based on maximum
heat transfer rate per unit system mass and its dependence on
other parameters has been presented.

4 Some correlations are suggested which allow generaliza-
tion of the available data within the range of parameters
considered.

Fig. 8 Plot showing the variation of dimensional heat dissipa-
tion rate per unit system mass and dimensionless entropy gen-
eration rate with various mass flow rates and the following set
of parameters „nÄ15, LÄ1.5 m, DÄ0.03 m, HÄ0.03 m, and
«Ä0.80…
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Optimization study that incorporates the two competing criteria of
heat transfer optimization and entropy minimization together has
been done for a specific example of ‘‘rating’’ of a convecting
radiating fin array.

Nomenclature

D 5 duct spacing, m
F 5 shape factor between two elemental surfaces
G 5 irradiation parameter, W/m2

h 5 convective heat transfer coefficient, W•m2
•K

H 5 fin height, m
L 5 length of the duct, m

mf 5 mass flow rate, kg/s
n 5 number of fins

Nc 5 conduction-convection interaction parameter, Eq.~2!
Nr 5 conduction-radiation interaction parameter, Eq.~2!

NQ 5 dimensionless parameter, defined in Eq.~12!
NS 5 dimensionless parameter, defined in Eq.~13!

Q 5 total heat transfer rate, W
Re 5 Reynolds number

s 5 fin spacing, m
S 5 entropy generation rate, W/K
t 5 fin thickness, m

V 5 fluid velocity inside the duct, m/s
w 5 fin and the duct width, assumed to be unity

Greek Symbols

r 5 fin density, kg/m3

f 5 dimensionless temperature, Eqs.~2! and ~5!
g 5 total heat transfer rate per unit mass of the fin sys-

tem, W/kg

Subscript

1 5 pertaining to the fin
2 5 pertaining to the unfinned portion

b 5 pertaining to the fin base
f 5 pertaining to the fluid
s 5 pertaining to the duct surface
` 5 ambient
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A Fractal Model for Nucleate Pool
Boiling Heat Transfer
In this paper, a fractal model for nucleate pool boiling heat transfer is developed based on
the fractal distribution of sites (areas) of nucleation sites on boiling surfaces. Algebraic
expressions for the fractal dimension and area fraction of nucleation sites are derived,
which are shown to be a strong function of wall superheat. The predicted fractal dimen-
sion is shown in good agreement with those determined by the box-counting method. The
fractal model for nucleate boiling heat transfer is found to be a function of wall super-
heat, the contact angle of the fluid and the heater material, and physical properties of the
fluid with a minimum number of empirical constants. The predicted total heat flux from a
boiling surface based on the present fractal model is compared with existing experimental
data. An excellent agreement between the model predictions and experimental data is
found, which verifies the validity of the present fractal model.@DOI: 10.1115/1.1513580#
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1 Introduction
Nucleate boiling occurs frequently in many industrial applica-

tions such as in energy conversion systems and in the cooling of
high-energy-density electronic components. Over the past several
decades, a great deal of effort has been devoted to the understand-
ing and modeling of the boiling heat transfer process. Because
boiling is a very complex and elusive process, one generally relies
upon dimensionless groups and empirical constants for correlating
data. The general procedures for correlating the boiling heat trans-
fer data are: first calculate the heat flux from the surface by a
bubble departing from a single nucleate site; then find the aver-
aged nucleate boiling heat transfer from the product of heat fluxq,
the bubble number densityN, and the bubble departure frequency
f. In general, the parameters affecting the active nucleation site
density include the procedure used in preparing the heater surface,
surface finish, surface wettability, contact angle between heater
and the fluid, as well as heater thickness. There are numerous
correlations in the literature using the cumulative number of
nucleation sites and/or cavities present on the surface to predict
boiling heat transfer as a function of wall superheat. A compre-
hensive review on these correlations was given by Dhir@1#.

It is generally recognized that there are three main mechanisms
contributing to nucleate boiling heat transfer: the bubble genera-
tion and departure from nucleation sites on the superheated sur-
face, natural convection on inactive nucleation areas of the heated
surface, and micro-layer evaporation underneath the bubbles.
Thus, the total average heat flux of the partial nucleate pool-
boiling heat flux can be expressed as

qtot5qb1qnc1qme (1)

Assuming that the area of influence ispDb
2 and that areas of

influence of neighboring bubbles do not overlap, Mikic and
Rohsenow@2# obtained the average heat fluxqb ~average over the
whole boiling surface! due to the boiling as

qb5KAp~krcp! l f Db
2NaDTw (2)

where Na is the number of active sites per unit area of heated
surface,f is the bubble release frequency,Db is the bubble diam-
eter at departure, andK is the proportional constant for bubble

diameter of influence which is taken to be 2 by Dhir@1# and by
Mikic and Rohsenow@2# or 1.8 by Judd and Hwang@3#. In the
literature, Na is related to theactive cavity diameterDc by a
variety of correlations with several empirical constants whileDbf ,
Db

1/2f andDb
2f are correlated as different constants or as different

empirical functions of material properties, see Dhir@1#, Mikic and
Rohsenow@2#, and Ivery@4#.

Natural convection from inactive nucleation areas of the heated
surface as given by Mikic and Rohsenow@2# is

qnc5~12KNapDb
2!hnc~Tw2T`! (3)

wherehnc is the average heat transfer coefficient for natural con-
vection which is given by Han and Griffith@5#:

hnc50.54rcpFhg~Tw2T`!a3

AAv
G 1/4

(4a)

for laminar natural convection where 105,Ra,23107. For tur-
bulent natural convection where 23107,Ra,331010, hnc is
given by

hnc50.14rcpFhg~Tw2T`!a2

v G1/3

(4b)

The heat flux due to the evaporating microlayer is given by
Dhir @1# as

qme5r lhf gNaf Vme (5)

whereVme is the volume of the microlayer evaporation which was
derived by Benjamin and Balakrishnan@6# as

Vme5
gjAp

10
B2Ar0.27~a l tg!3/2Ja* (6)

whereB is a constant~which is equal to 1.55 for water,CCl4 and
n-hexane, and 1/1.55 forn-pentane and acetone!; tg is the bubble
growth time, which has several different forms as given by Ivery
@4# as well as by Han and Griffith@5#. Ar and Ja* are the
Archimedes number and the Jakob number given, respectively, by

Ar5 gv l~s/r lg!3/2, (7a)

Ja* 5r lCpl
Tsat/~rvhf g!, (7b)

andj is given by

j512Dd
2/Di

2 (7c)
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The experimental data of Torikai et al.@7# indicated that the ratio
of Dd /Di reaches a constant value soon after the bubble starts to
grow. Mikic and Rohsenow@2# proposed thatDb /D inf50.5 where
D inf is the diameter of area on heating surface affected by bubble
departure. We now make a further approximation thatDd /Di
50.5 in Eq.~7c!.

As discussed by Dhir@1#, a quantitative prediction of nucleate
boiling heat flux from a superheated wall based on Eqs.~1!–~7!
requires the knowledge of several additional empirical constants,
because each of the quantitiesDbf , Db

1/2f , Db
2f andNa contains

several empirical constants. Since different authors used different
correlation equations, the calculation of nuclear boiling heat trans-
fer so far lacks the consensus as to which set of empirical con-
stants is to be used.

In this paper, we attempt to develop a mechanistic model for
nucleate pool boiling heat transfer, based on the consideration that
the fractal characteristics of sizes of active cavities on surfaces
and the bubble release frequency are a function ofactive cavity
sizes. Algebraic expressions for the fractal dimension and area
fraction of nucleation sites are obtained, which are shown to be a
strong function of wall superheat especially forDTw,4°C. The
nucleate pool boiling heat flux is found to be a function of wall
superheat, physical properties of the fluid, and the contact angle of
the fluid and the heater material. The major advantage of the
present model is that empirical constants are kept to a minimum
number, and no new/additional empirical constant is introduced
into the model by the fractal theory and technique. The predicted
heat flux based on the present model is shown in excellent agree-
ment with experimental data of Wang and Dhir@8#

2 Fractal Characteristics of Sizes of Cavities and
Nucleation Sites on Surfaces

In the following, we consider that theactivecavities formed on
the heated surfaces are analogous to pores in porous media. Based
on this concept, we can take advantages of recent developments
on fractal theory of porous media. In particular, Yu and Cheng@9#
found that the cumulative number of pores in porous media with
the diameter larger than and equal to a particular value,Ds , obeys
the following fractal scaling law@10–12#:

N~DL>Ds!5~Ds,max/Ds!
df with Ds,min<Ds<Ds,max

(8a)

whereDs,max is the maximum diameter of pores in porous media,
Ds is the diameter of a pore, anddf is the area fractal dimension
~with 1,df,2 in a two-dimensional space!. If active cavities
formed on surfaces are considered as pores in porous media, the
cumulative number ofactivecavities with diameters greater than
and equal toDc is also described by Eq.~8a! with N and Ds
replaced byNa andDc , respectively, i.e.,

Na~DL>Dc!5~Dc,max/Dc!
df with Dc,min<Dc<Dc,max

(8b)

The total number of nucleation sites from the minimum active
cavity to the maximum active cavity can be obtained from Eq.
~8b! as

Na,tot5Na~DL>Dc,min!5~Dc,max/Dc,min!
df (8c)

In fact, Majumdar@13# discussed such a possibility, and pointed
out that theactive cavities on a surface should also follow the
power law by Eq.~8a!. Equation~8b! shows that:~i! an increase
of fractal dimension leads to an increase of cumulative number of
sites, and~ii! Na→` asDc→0. Majumdar@13# also pointed out
that the minimum active cavity diameterDc,min and the maximum
active cavity diameterDc,max in Eq. ~8b! could be predicted by
Hsu’s model@14# for nucleation site distribution, i.e.,

Dc,max5
d

C1
F12

usat

uw
1AS 12

usat

uw
D 2

2
4zC3

duw
G (9a)

Dc,min5
d

C1
F12

usat

uw
AS 12

usat

uw
D 2

2
4zC3

duw
G (9b)

where z52sTsat/rvhf g , C15(11cosf)/sinf and C351
1cosf, with f being the contact angle of the fluid and the heater
material and with the angle of tangent to cavity mouth with re-
spect to horizontal being zero.d is the thermal boundary layer
thickness of natural convection which can be obtained from Han
and Griffith @5# to give

d5
rca

qNC
~Tw2T`! (10)

whereqNC is the heat transferred by natural convection on a non-
boiling surface:

qNC5hnc~Tw2T`! (11)

It follows from Eq. ~3! that

qnc5~12KNapDb
2!qNC (12)

Figure 1~a!is a photo image of nucleation sites for the contact
angle f590 deg,q55.73105 W/m2 at the wall superheat of
18 °C with a heating area of 2.5 cm2, which was taken from Wang
and Dhir’s experimental data@8#. If the box-counting method@9#
is applied to the photo image, a linear relationship on the logarith-
mic scale exists as shown in Fig. 1~b!. The fractal dimensiondf of
sizes~areas!of the nucleation sites can be determined from the
slope to be 1.83. This confirms that the nucleation sites indeed
follow the fractal scaling law given by Eq.~8b!. In the next sec-

Fig. 1 „a… A photograph †8‡ of active nucleation sites for fÄ90
deg, qÄ5.7Ã105 WÕm2, and DTwÄ18°C; and „b… determination
of fractal dimension of nucleation sites from „a….
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tion, a fractal model for nucleate pool heat transfer is derived
based on the fractal distribution of nucleation sites on boiling
surfaces.

3 Fractal Analysis of Nucleate Pool Boiling Heat
Transfer

It has well been established that vapor or gas trapped in cavities
and scratches on the heated surface serve as nuclei for bubbles.
However, not all cavities or scratches present on heating surfaces
can become active nucleation sites for nucleate boiling heat trans-
fer. As pointed out by Bankoff@15#, only those active cavities with
diameters greater thanDc,min and with cone angleb<f/2 ~with f
being the contact angle! can become active nucleation sites.

In the following, a fractal model for nucleate pool boiling heat
transfer is derived based on the fact that the nucleation site size
distributions on boiling surfaces follow the fractal power law
given by Eq.~8b!. The number of active cavities of sizes lying
betweenDc andDc1dDc can be obtained from Eq.~8b! as

dNa52dfDc,max
df Dc

2~df11!dDc (13a)

wheredDc.0. Eq. ~13a! can be written as

2dNa5dfDc,max
df Dc

2~df11!dDc (13b)

Eq. ~13b! shows that2dNa.0, which means that the nucleation
site number decreases with the increase of the diameter of the
active cavity.

Since the size distribution of nucleation sites is found to be
fractal and bubble release frequency is related to the active cavity
sizes~as will be discussed later!, a fractal model for nucleating
boiling heat flux can be obtained by modifying Eq.~2! as

qb5E dqb5E KAp~krcp! t f Db
2DTw~2dNa!

5E
Dc,min

Dc,max

CbAf ~2dNa! (14)

whereCb5KAp(krcp) lDb
2DTw with the bubble diameterDb at

departure being correlated by~see Han and Griffith@5#, Mikic and
Rohsenow@2#:

Db5CF s

g~r l2rv!G
1/2

Ja* 5/4 (15)

with C51.531024 for water, and 4.6531024 for other liquids. If
Eq. ~15! is substituted into Eq.~14!, it can be integrated and if the
bubble departure frequencyf is expressed in terms ofDc . To this
end, we note that the bubbles release frequency,f, is usually de-
fined by

f 51/~ tw1tg! (16)

Van Stralen et al.@16# assumed that the waiting time is three times
of the growth time, i.e.,

tw53tg (17)

Han and Griffith@5# derived an analytical expression for the wait-
ing time, tw ,

tw5
9

4pa F ~Tw2T`!Rc

Tw2Tsat@11~2s/Rcrvhf g!#G
2

(18)

Measurements by Wang and Dhir’s@8# on a copper surface gave
Rc51.1;27.7mm. ForRc51 mm and 10mm, a rough estimation
of the term 2s/(Rcrvhf g) in Eq. ~18! give 0.1 and 0.01, respec-
tively. Therefore, the term 2s(Rcrvhf g) in Eq. ~18! can be ne-
glected for the simplicity of integration, and Eq.~18! is thus re-
duced to

tw5
9

4pa F ~Tw2T`!Rc

Tw2Tsat
G2

5
9

4pa F ~Tw2T`!Rc

DTw
G2

(19)

However, for a super smooth surface with a cavity radiusRc,1
mm, the term 2s/(Rcrvhf g) in Eq. ~18! cannot be neglected.
Equation~19! indicates that the larger theactivecavity, the longer
the waiting time, which is consistent with the physical phenom-
ena. Substituting Eqs.~17! and ~19! into Eq. ~16!, it can be seen
that the bubble release frequency,f, is related to the sizes of active
cavities. With this expression, Eq.~14! can now be integrated to
give

qb5E
Dc,min

Dc,max

CbAf ~2dNa!

5Cb

2df

df11
Apa

3

DTw

Tw2T`
Dc,max

21 F S Dc,max

Dc,min
D df11

21G
(20a)

whereCb is independent of cavity size. Equation~20a! denotes
that boiling heat transfer is a function of wall superheat, fractal
dimension, physical properties of fluid and bubble diameter at
departure. With the aid of Eq.~8c!, Eq.~20a! can be rewritten as

qb5Cb

2df

df11
Apa

3

DTw

Tw2T`
Dc,max

21 @~Na,tot!
111/df21#

(20b)

which indicates that the boiling heat transfer is proportional to the
total number of nucleation sites and inversely proportional to the
maximum diameter of the bubbles. Similarly, a fractal model for
heat flux from micro layer evaporation can be obtained by modi-
fying Eq. ~5! as

qme5E dqme52E gjAp

10
B2Ar0.27Ja~a l !

3/2r lhf gtg
3/2f dNa

5E
Dc,min

Dc,max

Cmetg
3/2f ~2dNa!

5Cme

A3Dc,max

16Apa

Tw2T`

DTw

df

df21 F S Dc,max

Dc,min
D df21

21G (21)

whereCme5
gjAp

10 B2Ar0.27Ja(a l)
3/2r lhf g is independent of cav-

ity sizes.

Based on characteristics of fractal media, Yu and Li@17# de-
rived the following expression, which relates the pore volume
fraction to fractal dimension, minimum and maximum pore size
~analogous to the sizes of nucleation sites! in porous media:

c5S Dc,min

Dc,max
D d2df

(22)

whered52 in a two-dimensional space. If the volume~area!frac-
tion of nucleation sites~see the white area in Fig.~1a!# is consid-
ered as pore volume~area!fraction in porous media, Eq.~22! can
also be applied to describe the volume~area!fraction of nucle-
ation sites. Thus, a fractal model for the natural convection com-
ponent can be obtained by modifying Eq.~3! to give

qnc5~12Kc!hnc~Tw2T`! (23a)

5F12KS Dc,min

Dc,max
D 22df Ghnc~Tw2T`! (23b)

where the minimum and maximum active cavity size,Dc,min and
Dc,max, are given by Eq.~9!.
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4 Relationship Between Fractal Dimension and Wall
Superheat

In this section, we will derive a relationship between fractal
dimension and wall superheat. To this end, we seek the help in the
porous medium literature. Recently, Yu and Cheng@9# derived a
model for fractal dimensiondf , which is related to the micro-
structures and solid fractionVs in a porous medium as

df521 ln~Vs!/ ln~d1A1/2Vs! (24)

whered1 is the ratio of averaged particle diameter to the mini-
mum particle diameter in the porous medium. If the particle in a
porous medium are considered as nucleation sites in Fig. 1~a!, the
solid fractionVs in Eq. ~24! is analogous to the fraction of nucle-
ation sites on a superheated surface. This implies that particles of
different sizes are analogous to the cavities of different sizes.
Thus,Vs anddf in Eq. ~24! will have the same meaning asc and
df in Eq. ~22!. It follows from Eq.~22! that

df522
lnc

ln
Dc,min

Dc,max

(25)

Settingc5Vs and eliminatingdf from Eqs.~24! and~25! leads to

Vs5
~d1!2

2 S Dc,min

Dc,max
D 2

(26)

Setting Eq.~22! equal to Eq.~26! yields

c5Vs5S Dc,min

Dc,max
D 22df

5
~d1!2

2 S Dc,min

Dc,max
D 2

(27)

From Equation~27!, we obtain

df5

ln
~d1!2

2

ln
Dc,max

Dc,min

(28)

In nucleate pool boiling, we can replaced1 by D̄c,max/Dc,min

whereD̄c,max is the averaged value over all the maximum active
cavities. Thus, Eqs.~26! and ~28! become

Vs5
1

2 S D̄c,max

Dc,max
D 2

(29)

and

df5

lnF1

2 S D̄c,max

Dc,min
D 2G

ln
Dc,max

Dc,min

(30)

respectively. Note thatD̄c,max can be evaluated from:

D̄c,max5
1

~Tw2Tsat!
E

Tsat

Tw

Dc,max~Tw!dTw

5
1

DTw
(
j 51

m

Dc,max~Twj
!dTw5

1

m (
j 51

m

Dc,max~Twj
!

(31)

where m5DTw /dTw and we have assumed thatdTw is a con-
stant. In the above equation,Twj

5Tsat1 j (dTw) with j 51,2,..m.
For example, if we choosedTw50.2°C thenm55 for DTw
51°C, andm550 forDTw510°C.

With the help of Eq.~27!, Eq.~23a! can be expressed in terms
of Vs to give

qnc5~12kVs!hnc~Tw2T`! (32)

whereVs is determined by Eq.~29!, and the factor (12KVs) is
the area fraction for natural convection. Equation~32! is used for
computation of the natural convection heat flux in this paper.

Equations~29! and~30! denote that the area fraction and fractal
dimensiondf of nucleation sites are dependent uponDc,max and
Dc,min given by Eq.~9!, which is a function of wall superheat and
contact angle. The fractal dimension and the area fraction at
f535 deg and 90 deg for the wall superheat in the range of
DTw,20°C are plotted as dashed and solid lines respectively in
Figs. 2 and 3. Figure 2 is a plot of the fractal dimension versus
wall superheat for bothf535 deg andf590 deg. According to
the fractal geometry theory, the fractal dimensiondf should be in
the range of 1,df,2, in a two dimensional space. For a water/
copper system with a contact anglef590 deg , it was found from
Eq. ~30! thatdf.1 when the wall superheatDTw.1.62°C. Simi-
larly, for a water/copper system with a contact anglef
535 deg, df.1 when DTw.1.85 deg. This means that the
number of active nucleate sites versus sizes is fractal if they are in
the wall superheat as specified above. This shows that the contact
angle affects the initiation of nucleate sites exhibiting the fractal
behaviors. This initiation of fractal behavior of active nucleate
sites is at a lower wall superheat for a contact anglef590 deg
than that for contact anglef535 deg. Therefore, all figures in this
paper are given in the ranges ofDTw>1.62°C for contact angle
f590 deg andDTw>1.85°C for contact anglef535 deg. Figure
2 shows that the fractal dimension increases rapidly fromdf51
and approaches a value ofdf52 as wall superheat is increases
from very low wall superheat to infinity. However, the wall super-
heat in reality would not reach infinity and can only reach a finite
value during nucleate pool boiling experiments. It is shown that a
higher value of the contact angle results in a higher value ofdf .
The effect of contact angle becomes smaller at higher values of
wall superheat. For example, atDTw518°C, Eq.~30! gives df
51.85 for f590 deg anddf51.83 for f535 deg. The datum
point of df51.83 atDTw518°C for f590 deg, obtained based
on the box-counting method from the image photo of Fig. 1~a! is
also included in Fig. 2 for comparison purposes. However, the
experimental datum point is closer to the theoretical prediction for
f535 deg than forf590 deg although the difference between the
values of 1.83 and 1.85 is small.

Figure 3 shows that the value ofVs , area fraction of nucleation
sites, increases drastically with wall superheat forDTw,2°C.
Since the active nucleate sites are non-fractal whenDTw
,1.62°C for a contact angle of 90 deg and whenDTw,1.85°C
for a contact angle of 35 deg, Fig. 3 only gives the result for
DTw>1.62°C at the contact angle 90 deg and forDTw>1.85°C
at the contact angle 35 deg. At very small wall superheat (DTw

Fig. 2 Fractal dimension versus wall superheat for fÄ35 deg,
90 deg
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!2°C), the effect of contact angle is small. AtDTw52°C, the
value ofVs are 0.27 and 0.30, respectively forf535 deg and 90
deg. Since the proportionality constantK51.8 for the bubble di-
ameter of influence is applied in this model, thereforeKVs
50.49;0.54, i.e., 49 percent–54 percent of the boiling area is
covered by the areas of influence of neighboring bubbles atDTw
52°C. The value ofVs increases slowly asDTw.2°C and it
approaches a value of 0.48 and 0.50 forf535 deg and 90 deg,
respectively, whenDTw520°C. Thus, KVs50.86– 0.90, i.e.,
about 86 percent to 90 percent of the boiling surface at these
contact angles is covered by the areas of influence of neighboring
bubbles atDTw520°C. It may be recalled that Eq.~2! was ob-
tained by assuming that the areas of influence of neighboring
bubbles do not overlap in partial nucleate boiling or in the isolated

bubble regime. It can be seen that Eq.~32! is valid if K<2 be-
cause the maximum value ofVs is approaching the values of 0.48
and 0.50 atf535 deg andf590 deg, respectively as seen from
Fig. 3. Thus, this fractal model also indirectly confirms that the
value of K51.8 or 2.0 given by Dhir@1#, Mikic and Rohsenow
@2#, Judd and Hwang@3#, is a reasonable one. Wang and Dhir’s@8#
experiments on contact anglef590 deg for water/copper showed
that when the wall superheat exceeded 20 °C, it was no longer in
nucleate boiling state. Therefore, the wall superheat is not allowed
to exceed 20 °C to keep it in nucleate boiling state. It appears that
our model is valid only whenVs<0.5 ~or DTw<20°C for contact
anglef590 deg!if K51.8–2.0 is applied, because 12KVs in Eq.
~32! must be positive so that Eq.~32! is meaningful.

4 Comparison With Heat Flux Data
Equations~1), (20!,~21!, and~29!–~32! form the present fractal

model for the total nucleate pool boiling heat flux. It can be seen
that the proposed fractal model is only a function of wall super-
heat, physical properties of the fluid, and the contact angle be-
tween the fluid and the heater material. The empirical constants in
this model are: B51.55, K51.8, Dd /Di50.5, and C51.5
31024, which were given by Benjamin and Balakrishnan@6#,
Judd and Hwang@3#, Torikai et al.@7#, Mikic and Rohsenow@2#,
Han and Griffith@5#, respectively. Unlike the conventional corre-
lation method, the present fractal model does not introduce any
additional empirical constant. The procedures for calculating
nucleate pool-boiling heat flux, based on the present fractal
model, are summarized as follows:

1! GivenTw , Tsat, T` , andf, find the physical properties of
the fluid, r, cp , hf g , k, a, v, and computeC1 andC3 in Eq.
~9!.

2! Calculate Ar,Ja* , hnc , and Db , then find qNC from Eq.
~11!,d from Eq.~10!,Dc,max andDc,min from Eq.~9!, D̄c,max from
Eq. ~31!, andVs from Eq. ~29!.

3! Compute the value ofdf from Eq. ~30!.
4! Find Cb and Cme, and then findqb , qme, qnc , and qtot

from Eqs.~20!, ~21!, ~32!, and~1!, respectively.

Fig. 3 Area fraction Vs of nucleation sites versus wall super-
heat for fÄ35 deg, 90 deg

Fig. 4 A comparison between the fractal model prediction and
experimental data of nuclear pool-boiling heat flux: „a… fÄ90
deg, „b… fÄ35 deg.

Table 1 Contributions of different mechanisms to nucleate
boiling heat transfer of water at fÄ90 deg
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We now compare the heat flux obtained from the above proce-
dures with the experimental results by Wang and Dhir@8# for
nucleate pool boiling heat flux of water in the range ofDTw
52 – 20°C at 1 atm. Their heat flux data for contact angles of
f590 deg andf535 deg are presented in Figs. 4~a! and 4~b!,
respectively. The solid line in Figs. 4~a! and 4~b!represent the
predictions of the total nucleate boiling heat flux versus wall su-
perheat according to the present fractal model, with the value of
df computed from Eq.~30! for f590 deg andf535 deg, respec-
tively. The results show that the total heat flux from the present
fractal model is in excellent agreement with Wang and Dhir’s data
@8#.

Table 1 lists the contributions from different heat transfer
mechanisms calculated from the present fractal model for contact
angles off590 deg. It is seen from this table that at low wall
superheat (DTw<6°C!, the natural convection is the dominant
mode of heat transfer because of the low number density of nucle-
ation sites on heats surface. This is in agreement with the other
investigator’s observation@Paul and Abdel-Khalik@18##. From
Table 1 it can also be seen that the natural convection heat flux
first increases with wall superheat in the range of 1.62°C,DTw
,13°C, and then decreases with the wall superheat forDTw
>13°C. This can be seen from Eq.~32!, where the values of (1
2KVs) and hnc versusDTw are presented in Fig. 5~a!and Fig.
5~b!, respectively. Figure 5~a! shows that the value of (1
2KVs), the fraction of available area for convection, decreases
from 0.7 ~at DTw51.62°C! for f590 deg and from 0.54~at
DTw51.85) forf535 deg drastically in the range ofDTw,2°C.
It is shown that the available area for natural convection is re-
duced to 49 percent~for f590 deg!to 52 percent~for f535 deg!,

respectively, within the first 2 °C of wall superheat. For the wall
superheat atDTw.2°C, the available area for natural convection
then decreases slowly and almost linearly. AtDTw520°C, only 10
percent to 12 percent of the area is available for natural convec-
tion. On the other hand, Fig. 5~b! shows that the natural convec-
tion heat transfer coefficienthnc ~which is independent of the
contact angle!increases with the wall superheat with different
slopes: the rate is faster at low wall superheats than at higher wall
superheats. Thus, the effects of (12KVs) and hnc are opposite
with each other. In the wall superheat range ofDTw,13°C, the
increase inhnc is faster than the decrease in the available area for
natural convection, leading to an increase of natural convection
heat flux in this range of wall superheat. On the other hand, when
DTw>13°C, the decrease in area is faster than the increase of the
convection heat transfer coefficient, leading to a decrease of heat
flux by natural convection. As the wall superheat is increased to
DTw.7°C, both the number of nucleation sites and bubble re-
lease frequency increase, leading to a rapid increase of nucleate
boiling heat flux,qb , which becomes the dominant mechanism of
heat transfer hereafter. This can be also explained from Eq.~20b!,
which shows thatqb is very sensitive to the total number of nucle-
ation sites on a boiling surface. Table 1 also shows that the con-
tribution from micro layer evaporation is not important forDTw
>10°C, which is also in agreement with other investigator’s ob-
servation@Mikic and Rohsenow@2##. A similar trend can also be
observed from the numerical results obtained for the contact angle
35 deg, which is not presented because of page limitation.

5 Effects of Contact Angles
Figure 6 shows the effects of contact angle on the total nucleate

pool boiling heat flux of water at 1 atm and at a specific wall
superheat of 10 °C. It is shown that there is a large reduction in
the total heat flux as the contact angle is decreased fromf590
deg to f535 deg. This is consistent with Wang and Dhir@8#
experimental results, which show a corresponding reduction in
total heat flux as the contact angle was decreased as shown in
Figs. 4~a!and 4~b!.

To understand the effect of the contact angle on the boiling heat
transfer, we now present the effects of the contact angle on the
values ofDc,max, Dc,min and Na,tot as shown in Figs. 7 and 8,
respectively. It is shown that the values ofDc,max, Dc,min, and
Na,tot decrease as the contact angle is decreased from 90 deg to 35
deg. It is seen that the value ofDc,max increases slowly at low wall
superheats and then keeps approximately constant, while the value
of Dc,min decreases monotonously with the increase of wall super-
heat. BecauseNa,tot is raised to the power of (111/df) in Eq.
~20b!, a decrease in the value ofNa,tot will lead to a drastic re-
duction in heat flux.

However, when contact angle is reduced fromf590 deg to
f535 deg, the large reduction in the total number of nucleation

Fig. 5 „a… Area fraction for natural convection versus wall su-
perheat for fÄ35 deg, 90 deg; and „b… Natural convection co-
efficient versus wall superheat.

Fig. 6 Effects of contact angle and fractal dimension on boil-
ing heat flux at DTwÄ10°C
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sites causes only a 2 percent reduction in area fractionVs as
shown in Fig. 3. This can be explained by examining the ratio of
the area fractionVs at f590 deg andf535 deg. According to
Eqs.~8c! and ~22!, we have the ratio

Vs,90

Vs,35
5

S Dc,min,90

Dc,max,90
D 22df ,90

S Dc,min,35

Dc,max,35
D 22df ,35

5S Dc,min,90

Dc,max,90
D 2S Dc,max,35

Dc,min,35
D 2S Na,tot,90

Na,tot,35
D

(33)

which depends not only on the ratio of the total number of nucle-
ation sites but also the combined factors on the size of nucleation
sites, which are given by Eq.~9!. Therefore although the reduction
of the total number of nucleation sites is large~for about 4 times
at DTw518°C!, the ratio ofVs,90/Vs,35 may not be large and
depends on the combination of effects of maximum and minimum
diameters of nucleation sites. This combined effect causes the
value ofVs to be insensitive to the contact angle.

6 Effects of Surface Conditions
It was shown in Fig. 2 that the fractal dimension, determined by

the box-counting method from the photo image of nucleation
sites, agrees well with theoretical prediction given by Eq.~30!.
For this reason, the total boiling heat flux based on this fractal
model is also in excellent agreement with the same set of experi-
mental data as shown in Fig. 4. It should be noted that the fractal
theory given in Sections 2–4 has not taken into consideration the
roughness and cleanness of the surfaces. These factors will un-
doubtedly affect the fractal dimension of the nucleation sites, and

consequently the heat transfer rate. For such surfaces, the total
boiling heat flux can also be determined from Eqs.~1!, ~20!, ~21!,
and ~32! with the value ofdf determined by the box-counting
method. However, since we define the fractal dimensiondf
through Eq.~8b!, i.e., the cumulative number of active cavities
with diameter greater than and equal toDc follows Eq. ~8b!. This
means that the surface conditions such as roughness, cleanness
etc., are comprehensively reflected by active sites and thus by the
fractal dimension. How to relate the surface conditions such as
roughness and cleanness to the active nucleation sites and thus to
the fractal dimension is a challenging task that remains to be done.

Figure 6 also shows the effects of fractal dimension~which
reflects the surface condition! on the total nucleate pool boiling
heat flux of water at 1 atm and at a specific wall superheat of
10°C. It is seen that the total boiling heat flux increases with
fractal dimension. This is as expected because the increase of
fractal dimension implies the increase of number of nucleation
sites, leading to an increase on the boiling heat flux. Thus, the
effects of roughness and cleanness on boiling heat flux can also be
taken into consideration based on the present model.

7 Concluding Remarks
A fractal model for nucleate pool boiling heat transfer is de-

rived based on the fractal characteristics of nucleation sites on
superheated surfaces and the fractal theory. The predicted heat
flux based on the proposed fractal model is shown in excellent
agreement with experimental data. The validity of the present
fractal model is thus verified.

The proposed model is a function of area~size! fractal dimen-
sion of nucleation sites, maximum and minimum active cavity,
wall superheat, the contact angle between the fluid and the heater
material, and physical properties of the fluid with empirical con-
stantsK51.8, B51.55, Dd /Di50.5, andC51.531024 which
are associated with Eqs.~2!, ~6!, ~7c!, and~15!, respectively. Since
no additional empirical constants are introduced, this fractal
model contains less empirical constants than the conventional cor-
relation equations. It should be noted that the values ofK and
Dd /Di are true constants with definite physical meanings and are
independent of the contact angle and other physical properties of
the fluid. As discussed earlier, the value ofB depends on the type
of fluid while the value ofC ~which is associated with the bubble
departure diameter! may depend also on the contact angle. Dhir
@1# reviewed several models for bubble diameter at departure, and
all of these models contain one or more empirical constants de-
pending on the contact angle. Although several researchers such
as Han and Griffith@5# have derived analytical expressions for
bubble departure diameters, they did not subsequently apply these
models to compute nucleate boiling heat transfer. Instead, they
applied empirical formula of bubble departure diameters for the
calculation of boiling heat transfer. Therefore, it is uncertain
whether these analytical models are reliable. If an analytical ex-
pression can be derived for the bubble departure diameter based
on the fractal characteristics of cavities, the empirical constantC
may be eliminated from this model. This will be another aspect of
our future work.
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A 5 area of heating surface
Ar 5 Archimedes number, (gv1

2)(s/r lg)3/2

B 5 1.55 given by Eq.~6!
C 5 1.531024 given by Eq.~15!

Cp 5 specific heat at constant pressure
Dc 5 cavity diameter
Db 5 bubble diameter at departure

Dc,max 5 maximum cavity diameter
Dc,min 5 minimum cavity diameter

Fig. 7 Effects of contact angle on maximum and minimum di-
ameters of nucleation sites

Fig. 8 Effects of contact angle on total number of nucleation
sites
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Dd 5 diameter of dry area under the bubble
Di 5 instantaneous bubble diameter

D inf 5 diameter of area on heating surface affected by
bubble departure

Ds 5 spot diameter on surface
df 5 fractal dimension

f 5 frequency of bubble departure
g 5 gravity acceleration

hf g 5 latent heat of evaporation
k 5 thermal conductivity
K 5 proportional constant for bubble diameter of influence
Ja 5 Jacob number, (rCp) lDTw /(rvhf g)

Ja* 5 Jacob number, (rCp) lTsat/(rvhf g)
Na 5 cumulative number of active cavities with diameter

greater than or equal toDc
N 5 cumulative number of spots
q 5 heat flux

Rc 5 cavity radius
Ra 5 Rayleigh number,hg(Tw2T`)D3/(av)

Tsat 5 saturation temperature
T` 5 bulk temperature

DTw 5 Tw2Tsat
tw 5 waiting time
tg 5 bubble growth time
V 5 volume

Greek Symbols

s 5 surface tension of fluid
r 5 density
b 5 cone half angle
f 5 contact angle
h 5 volumetric thermal expansion coefficient of liquid
a 5 thermal diffusivity of fluid
n 5 kinematic viscosity

usat 5 Tsat2T`
uw 5 TTw2T`

d 5 thermal layer thickness
c 5 volumetric ~or area!fraction

g 5 Akwrwcpw

klr lcpl

Subscripts

b 5 aboling
l 5 liquid

max 5 maximum
me 5 microlayer evaporation

min 5 minimum

nc 5 natural convection
tot 5 total
v 5 vapor
w 5 wall

90 5 contact anglef590 deg
35 5 contact anglef535 deg

References
@1# Dhir, V. K., 1991, ‘‘Review, Nucleate and Transition Boiling Heat Transfer

Under Pool and External Flow Conditions,’’ Int. J. Heat Fluid Flow,12~4!, pp
290–313.

@2# Mikic, B. B., and Rohsenow, W. M., 1969, ‘‘A New Correlation of Pool Boil-
ing Data Including the Effect of Heating Surface Characteristics,’’ J. Heat
Transfer,91, pp. 245–250.

@3# Judd, R. L., and Hwang, K. S., 1976, ‘‘A Comprehensive Model for Nucleate
Pool Boiling Heat Transfer Including Microlayer Evaporation,’’ Int. J. Heat
Mass Transf.,98, pp. 623–629.

@4# Ivery, H. J., 1967, ‘‘Relationship Between Bubble Frequency, Departure Di-
ameter, and Rise Velocity in Nucleate Boiling,’’ Int. J. Heat Mass Transf.,10,
pp. 1023–1040.

@5# Han, C. Y., and Griffith, P., 1965, ‘‘The Mechanism of Heat Transfer in Nucle-
ate Pool Boiling—Part I and II,’’ Int. J. Heat Mass Transf.,8, pp. 887–913.

@6# Benjamin, R., and Balakrishnan, A. R., 1996, ‘‘Nucleate Pool Boiling Heat
Transfer of Pure Liquids at Low to Moderate Heat Fluxes,’’ Int. J. Heat Mass
Transf.,39, pp. 2495–2504.

@7# Torikai, K., Hori, M., Akiyama, M., Kobori, T., and Adachi, H., 1964, ‘‘Boil-
ing Heat Transfer and Burn Out Mechanism in Boiling Water Cooled Reactor,’’
Third United Nations International Conference on the Peaceful Uses of Atomic
Energy,’’ Paper No. 28/P580.

@8# Wang, C. H., and Dhir, V. K., 1993, ‘‘Effect of Surface Wettability on Active
Nucleation Site Density During Pool Boiling of Saturation Water,’’ J. Heat
Transfer,115, pp. 659–669.

@9# Yu, B. M., and Cheng, P., 2002, ‘‘Fractal Models for the Effective Thermal
Conductivity of Bidispersed Porous Media,’’AIAA J. Thermophysics and Heat
Transfer,16~1!, pp. 22–29.

@10# Mandelbrot, B. B., 1982,The Fractal Geometry of Nature, W. H. Freeman,
New York.

@11# Feder, J., 1988,Fractals, Plenum Press, New York.
@12# Majumdar, A. A., and Bhushan, B., 1990, ‘‘Role of Fractal Geometry in

Roughness Characterization and Contact Mechanics of Surfaces,’’ ASME J.
Tribol., 112, pp. 205–216.

@13# Majumdar, A., 1992, ‘‘Role of Fractal Geometry in the Study of Thermal
Phenomena,’’ Annu. Rev. Heat Transfer,IV, pp. 51–110.

@14# Hsu, Y. Y., 1962, ‘‘On the Size Range of Active Nucleation Cavities on a
Heating Surface,’’ J. Heat Transfer,84, pp. 207–215.

@15# Bankoff, S. B., 1958, ‘‘Entrapment of Gas in the Spreading of a Liquid over a
Rough Surface,’’ AIChE J.,4, pp. 24–26.

@16# Van Stralen, S. J. D., Sohal, M. S., Cole, R., and Sluyter, W. M., 1975,
‘‘Bubble Growth Rates in Pure and Binary Systems: Combined Effect of Re-
laxation and Evaporation Microlayers,’’ Int. J. Heat Mass Transf.,18, pp. 453–
467.

@17# Yu, B. M., and Li, J. H., 2001, ‘‘Some Fractal Characters of Porous Media,’’
Fractals,9~3!, pp. 365–372.

@18# Paul, D. D., and Abdel-Khalik, S. I,., 1983, ‘‘A Statistical Analysis of Satu-
rated Nucleate Boiling Along a Heater Wire,’’ Int. J. Heat Mass Transf.,26, pp.
509–519.

1124 Õ Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Zhen-Hua Liu
e-mail: liuzhenh@guomai.sh.cn

Qun-Zhi Zhu

School of Power and Energy Engineering,
Shanghai Jiaotong University,
Shanghai, 200030, P.R. China

Prediction of Critical Heat Flux for
Convective Boiling of Saturated
Water Jet Impinging on the
Stagnation Zone
A theoretical analysis and an experimental investigation were carried out for predicting
the critical heat flux (CHF) of convective boiling for a round saturated water jet imping-
ing on the jet stagnation zone. The model of the maximum liquid subfilm thickness based
on the Helmholtz instability is used to derive a semi-theoretical equation and the corre-
lation factor was determined from the experimental data. Finally, a semi-theoretical cor-
relation was proposed for predicting CHF of convective boiling for saturated water jet
impinging on the jet stagnation zone.@DOI: 10.1115/1.1518497#
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1 Introduction
Water jet impinging cooling of hot plate, as a highly effective

cooling method, has been widely used in iron and steel industry,
nuclear power process and some microelectronic devices making
and thermal management processes. According to the ranges of
plate temperatures, the heat transfer modes may be divided into
forced convection, nucleate boiling, transition boiling and film
boiling. For water jet impinging boiling on the hot plate, the as-
sessment of the critical heat flux~CFH! is very important. The
geometries of a water jet impinging on a horizontal hot plate can
be divided into two modes as shown in Fig. 1. One mode is the
free film flow was shown in Fig. 1~a! named as the modeA in this
paper, in which a great heated disk or rectangular plate is cooled
by a small liquid jet and the ratio of the heated disk diameter to
the nozzle diameter is much larger than unity. In general, for this
geometry condition, the jet impinging cooling experiments can be
only carried out for the forced convection and nucleate boiling
heat transfer regimes. After the burnout occurred, the heat-transfer
surface would be divided into two zones of the jet stagnation zone
~black zone!and the dry-out zone, and hence the temperatures and
heat fluxes on the heat-transfer surface would be very inconsis-
tent. The second mode is the stagnation jet flow as shown in Fig.
1~b! named as the modeB in this paper, in which the diameter of
the heat-transfer surface is the same or smaller than the diameter
of the jet nozzle. For this geometry condition, the jet impinging
cooling experiments can be extensively carried out in the total
boiling regimes including transition and film boiling with uniform
wall temperatures and wall heat fluxes.

In the past two decades, for the modeA, the studies associated
with CFH of saturated and subcooled liquids on the disk or rect-
angular plate have been performed extensively. A variety of the
experimental results have been reported and various semi-
theoretical correlations and empirical correlations have been pro-
posed for predicting CHF for different parameters ranges such as
compact velocities, ratios of liquid density to vapor density, heater
geometries and multiple jet systems.@1–12#

In many boiling systems, CHF has often been attributed to the
hydrodynamic instabilities associated with the liquid-vapor inter-
face. In his analysis of CHF in pool boiling, Zuber@13# pointed
out that as the bubble population increases at the heat-transfer

surface, bubbles coalesce and form intermittent vapor blankets.
The Taylor instability of blanket interface results in the effusion of
equally-spaced vapor columns. As the heat flux increases, the ve-
locity of vapor jets also increase with respect to the counter cur-
rent flow of liquid moving towards the surface. Zuber postulated
that CHF takes place as a result of the Helmholtz instability,
which interrupts the counter current flow and prevents further
contact of liquid with the heat-transfer surface. Haramura and
Katto @14# proposed a concept of the maximum liquid subfilm-
thickness on the high heat flux nucleate boiling surface. This mod-
eling technique have been successfully applied to the jet imping-
ing boiling for the mode ofA @6,8,9,11#, the falling film boiling
@15–17#, and the cross flow boiling@18,19#. This modeling con-
cept postulated that a liquid subfilm have existed underneath each
vapor bubble growing on the heat-transfer surface. The vapor
bubble hovered a number of small jets that applied the bubble
with vapor mass, leading to a timely growth of the bubble until it
was pulled upward away from the surface by buoyancy. The
bubbles were arranged in a rectangular array with a spacing equal
to the most dangerous Taylor wavelength whereas the liquid sub-
film thickness was one-fourth of the Helmholz wavelength. Burn-
out was assumed to take place when the liquid subfilm layer un-
derneath the vapor bubble evaporated completely before the
departure of the bubble.

For the modeA, the mechanism of the burnout is evidenced to
be the dry-out at the outer edge of the free film flow zone. The
thickness of the liquid subfilm layer is assumed to be equal or
proportional to the maximum liquid subfilm thickness proposed
by Haramura and Katto@14#. The dry-out phenomenon takes place
firstly at the outer edge of the free film flow zone and expends
rapidly to the whole free film flow zone. After burnout phenom-
enon occurred, only the stagnation zone could be impinged di-
rectly by current flow, liquid flow would be splashed completely
off the heated surface at the edge of the stagnation zone along the
radial direction. The following equation has been derived theoreti-
cally using the model of the maximum liquid subfilm thickness@6#
for the modeA.

qc,0

Ghf g
50.278S rv

r l
D 0.467S 11

rv

r l
D 1/3S sr l

G2~D2d!
D 1/3S 11

D

d D 21/3

(1)

Monde and Kitajima@11# proposed an empirical correlation as
follows:
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qc,0

Ghf g
50.278S rv

r l
D 0.645S sr l

G2~D2d!
D 0.343S 11

D

d D 20.343

(2)

where,D and d denote the heated disk diameter and the nozzle
diameter, respectively.G denotes the mass flux of jet flow. The
applicable range ofD/d has been not defined clearly for the
above-mentioned two correlations. It is evident that the above-
mentioned correlations can be not used for the modeB, in which
D/d is equal to or less than unity and jet boiling heat transfer is
limited in the stagnated zone.

Up still now, although many experimental studies for the mode
B have been carried out for the boiling heat transfer of jet imping-
ing at the stagnation zone, these studies focused mainly on the
boiling heat transfer@20–23#. There are not systematically experi-
mental and theoretical studies were reported for CHF for the mode
B. Only a few data of CHF were included in the experimental
results for the nucleate boiling heat transfer, and, a most of these
experiments employed subcooled liquids as coolants@21,24–26#.
The fundamental understanding of CHF of convective boiling for
saturated liquid jet impinging on the stagnation zone is too poor.

In the present study, as first objective of this study on CHF of
jet boiling for the modeB, a simplified theoretical analysis and an
experimental investigation were carried out for predicting CHF of
convective boiling for a round saturated water jet impinging on
the jet stagnation zone which has the same size as that of the jet
nozzle as shown in Fig. 1~b!. The concept of the maximum liquid
subfilm thickness based on the Helmholtz instability is used to
derive semi-theoretical equation, and the correlation factor was
determined from the present experimental data. Finally, a semi-
theoretical correlation was proposed for predicting CHF of con-
vective boiling of saturated water jet impinging on the stagnation
zone.

2 Simplified Theoretical Analysis
The CHF model is based on two sub-models. First, an interfa-

cial instability analysis proposed by Haramura and Katto@14# is
used to describe the maximum liquid subfilm thickness. Second, a
flow model is used to describe the local velocity of liquid in the
stagnation zone. Then, an energy balance is written for the heated
surface to obtain the average heat flux at CHF point. Figure 1~b!
shows the schematic diagram of the analytical model for the
model B. Here, a round water jet of diameter,d, impinges verti-
cally on a circular flat plate having the same diameter as that of
the nozzle with the compact velocityV, and the saturation tem-
perature,T0 . After the burnout phenomenon occurred, the water
jet flow zone has been limited in the stagnation zone~splashed
liquid flow has not been drawn in this figure!. As various forced
convection boiling systems including the mode A of jet boiling,
the Mode B of jet boiling can also use the concept of the maxi-
mum liquid subfilm thickness for predicating CHF. For the mode
B, the burnout of nucleate boiling takes place when the incoming
liquid, which comes from current flow and passes through the
liquid subfilm layer along the radial direction, is evaporated just
completely at the edge of the stagnation zone, i.e., the position of

d/2. It must be noted that CHF corresponds to such a critical state
when dry-out only takes place at the edge of the stagnation zone,
but not in the whole stagnation zone. Leidenfrost point~the mini-
mum heat flux point!would correspond to such a state when dry-
out takes place in the whole stagnation zone.

Before the onset of the Helmholtz instability, the vapor jets
leave the heated surface at velocityv, in counter current flow with
respect to the liquid, which approaches the surface at velocityv1 .
Mass conservation between the two phases gives;

vvrvAv5r l~A2Av! (3)

where,Av and A denote the total cross-sectional area of the vapor
jets and the total heat-transfer surface area, respectively. Assum-
ing that all the heat transfer from the heat-transfer surface is con-
verted into latent energy by evaporation of the incoming liquid,
the velocity of the vapor jets can be obtained from the energy
balance,

qA5vvrvAvhf g . (4)

The Helmholtz instability occurs when relative velocity be-
tween the two phases satisfies the criterion,

uvv2~2v l !u2>
2ps~rv1r l !

r1rvlH
(5)

where,lH denotes the critical wavelength for Helmholtz instabil-
ity. The maximum thicknessdm of the liquid subfilm layer formed
by the collapse of vapor jets is proportional to the order of
l II .Combining Eqs.~3! to ~5! yields the following relationship
for dm .

dm5C1S 11
rv

r I
D F s

rv~qurvhf g
!2G (6)

where

C152pclF Av /A

11~rv /r l !~Av /A!/~12Av /A!G (7)

where,cl is a constant of the order of unity.
Equation ~6! is the well-known expression of the maximum

thickness of liquid subfilm layer proposed by Haramura and Katto
@14#. It was proposed firstly for predicting the CHF in pool boiling
system. It has been also successful in correlating CHF data for
various forced convection boiling systems with the film flow such
as falling film, wall jet, impinging jet of the modeA.

The ratio ofAv /A is assumed to be a constant or, at least, a
weak function of pressure Haramura and Katto@14# obtained the
expression,Av /A50.0584(rv /r l)

0.2 by equating their relation-
ship for CHF in pool boiling to Zuber’s original equation. How-
ever, this assumption cannot be generalized to all boiling systems.
In any case, such variations ofAv /A would not have a significant
effect on CHF. in the present study, we employed the exponent
relation in expression of Haramura and Katto, i.e.,

Av /A5C2~rv /r l !
0.2 (8)

where,C2 is an unknown constant smaller than unity. Since under
normal operating conditionsrv /r1!1, Eq. ~7! is simplified as,

C15C3~rv /r l !
0.4 (9)

CHF is postulated to occur when the latent energy of the in-
coming liquid, which incomes the subfilm layer through vapor
blankets layer and penetrates the thin subfilm layer in the radial
direction, is just equal to the total heat supplied in the heated
stagnation zone. Namely, the incoming liquid is evaporated just
completely at the edge of the stagnation zone. Hence, the follow-
ing equation can be obtained.

M5~pd2/4!qc,0 /hf g5pddmr lU~R! (10)

whereM denotes the total mass rate of the incoming liquidU(R)
denotes the assumed mean velocity of liquid flowing out the sub-

Fig. 1 The schematic diagrams of the physical model and co-
ordinate: „a… the mode A; and „b… the mode B
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film layer at the edge of the stagnation zone along the radial
direction when the liquid has been not evaporated, i.e., the jet flow
is the single-phase flow. For this case, the following equations can
be obtained

U~R!5
1

dm
E

0

dm

ul~y,R!dy (11)

Inside the velocity boundary layer of liquid, the distributions of
velocity can be taken as exponential forms along the radial direc-
tion,

u1

ud
512

3

2 S y

d l
D 1

1

2 S y

d l
D 3

(12)

where,d l denote the thickness of the velocity boundary of liquid,
ud the velocity at the interface of the boundary layer, respectively.
For the single-phase jet flow inside the stagnation zone,d l andud
can be expressed as follows@27#

ud~r !/V52r /d (13)

d1 /d5211/Re0.5 (14)

Combining Eqs.~11! to ~14! yields

U~R!5C4V (15)

Here,C4 is generally a weak function ofdm . In a special case of
d l5dm , C4 would is a constant and independent ofdm(d l anddm
have the same order by a trial calculation!. For the actual boiling
flow, the total incoming mass rate is rather less than that in the
single-phase flow due to interruption of the vapor blankets layer.
But, it can be reasonably assumed that the proportional relation-
ship betweenU(R) andV in Eq. ~15! is still available and only the
correlation factorC4 has a variation due to the effect of turbulent
transport in the subfilm layer

Combining Eqs.~6!, ~9!, and~10!, yields,

qc,05CS 11
rv

r l
D F s

rv~qc,0 /rvhf g
!2G S rv

r l
D 0.4Fr lhf gV

d G . (16)

Finally, a dimensionless form of Eq.~16! can be obtained as fol-
lows:

qc,0

Ghf g
5CS 11

rv

r l
D

1
3S sr l

G2d
D

1
3S rv

r l
D

1.4
3

(17)

where,C is a correlation factor and it can be determined from the
experimental data.

For the case of the heated disk diameter less than the jet nozzle
diameter, Eqs.~16! and~17! can still be employed. Hence, CHF is
a constant, independent of the heated disk diameter in the jet
stagnation zone.

3 Experimental Apparatus
In this study, steady heat transfer experiments were conducted

for nucleate boiling regime to obtain boiling curves and determine
critical heat fluxes. Figure 2 shows the schematic diagram of the
experimental set up. It mainly consisted of the test specimen, the
circulation system of water, the measuring devices and electric
power supply.

Ion-exchanged water with the electric conductivity of about 3
(mV cm21) was used as the coolant~the maximum electric con-
ductivity was less than 10 (mV cm21) in the experiments!. Water
was heated to the saturation temperature at atmospheric pressure
in the high-level water tank, which was fitted with two immersion
heaters and a reflux condenser mounted directly above the tank.
Then, the saturated water was drained from the high-level water
tank by a water pump, passed through a regulating valve and a
flow meter into the jet nozzle made of a quartz glass tube, in
which the temperature of water was measured finally by a ther-
mocouple. Water jet impinged onto the test specimen, i.e., the

heat-transfer surface, then was drained into a drain tank to be
recycled. The distance between the nozzle exit and the specimen
was fixed at 10 mm.

Figure 3 shows the schematic diagram of a test specimen. The
test specimen was very thin Nickel Chromium alloy foil, 0.1 mm
or 0.05 mm in thickness, and was directly linked with direct cur-
rent ~supplied by a silicon rectifier! to produce Joule heat. Two
copper plates were spot welded at the two sides of the specimen as
electric power lead lines. The specimen was closely fixed on a
Teflon disk by using silicone glue and the welded parts were cov-
ered by silicone glue for insulation. Upward heat-transfer surface
was cleared by acetone. A sheathed thermocouple ofF 0.3 mm
was spot welded at the center of the bottom of the specimen. The
thermocouple was linked to a digital multimeter that fed the mea-
sured signals into a computer to get the wall temperatures making
use of one-dimensional thermal conductive equation

d

dy S ls

dT

dyD5Q8 (18)

where,ls517.4W/mK, at 20 °C.Q8 is the internal heat calcu-
lated by the electric power applied and the volume of the speci-
men.

Because the thermophysics properties of the specimen could be
considered to be constant inside the specimen, and the bottom of
the specimen is insulated,

Fig. 2 The schematic diagram of the experimental setup

Fig. 3 The schematic diagram of a test specimen
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Tw5Tb2
uQ8u
2ls

Dy2 (19)

where,Dy is the thickness of the specimen,Tw andTb denote the
temperatures of the heat-transfer surface and the measured bottom
surface, respectively.

Three different specimens with the cross-section sizes of
10310 mm, 636 mm, and 234 mm were used in this experiment
and they corresponded to three round jet nozzle diameters, 10
mm, 6 mm, and 2 mm, respectively. The mass flux of water flow-
ing out the nozzle is determined by means of a flow meter. Cali-
brations made at temperatures ranging from 20 °C to 70 °C show
that the error is less than a few percent if the thermal variation of
water density is taken into account. In the tests, the wave of the
mass flux was limited within64 percent. The CHF value was
determined by increasing the power input with a small step near
the CHF point. When the heated surface temperature could not
have a steady state and increased very quickly, the power input
was cut automatically

In this experiment, the impact velocity of water ranged 0.5 m/s
to 6 m/s and had the same uncertainty as that of the mass flux. By
trial numerical simulations for the temperature contributions in-
side the specimen, the heat losses resulted from the thermal con-
duction in the copper plates and the bottom surface of the speci-
men have almost not effects on the temperatures and heat fluxes at
the center of the specimen. Namely, the measured temperatures by
the thermocouple were not affected by the heat losses. The cali-
bration errors of the thermocouples were less than 0.2 K and the
maximum uncertainty of the wall temperature was within 1.5 K
near the CHF point. Hence, the maximum uncertainty of the wall
superheat was within 5 percent near the CHF point. The power
input was measured with a power meter with60.2 percent rela-
tive accuracy. The heat flux was calculated by dividing the mea-
sured power input~after it was corrected for the electric power
losses in the copper plates! by the specimen area. The maximum
uncertainty of the heat flux was about within 5 percent.

4 Results and Discussion
Figure 4~a!–~c! shows the experimental results of fully devel-

oped nucleate boiling heat transfer at the stagnation zone for satu-
rated water jet using respectively three nozzle diameters. Heat
transfer data are plotted in the form of boiling curves~wall heat
flux against wall superheat! for different jet diameters and impact
velocities. Prior to fully developed nucleate boiling higher veloci-
ties increase the heat transfer coefficients and delay the boiling
incipience. Because the objective of this study is investigation of
CHF, hence, the experimental data for the range of the superheat
less than 10 K have not been presented in Fig. 4.

The Stephan-Abdelsalam’s empirical correlation@28# is shown
in Fig. 1 in form of solid lines. For nucleate pool boiling of water
at atmospheric pressure, the correlation is as follows:

q552.4DTsat
3.058 @W/m2K#, 6<DTsat<22K (20)

In fully developed nucleate boiling regime, the data resulted
from different impact velocities and jet diameters generally con-
verged into essentially the same boiling curve. The data agree
qualitatively with the Eq.~20! and are rather higher than the cal-
culation curve. These deviations may result from the different
surface configurations such as surface roughness. The insensitivity
of the boiling curve to changes in compact velocity indicates that
heat transfer in the fully developed nucleate boiling regime is
dominated by bubble activity on the surface, regardless of the
contribution of single-phase turbulent transport in the bulk flow.
However, the effect of the compact velocity becomes quite sig-
nificant on CHF, which is increased with increasing the compact
velocity. This trend is attributed to the increased liquid-solid con-
tact on the heated surface and the decreased void fraction in the
liquid flow. On the other hand, CHF is also increased with de-
creasing the jet diameter. This trend is attributed to the decreased

Fig. 4 Experimental results of boiling heat transfer for jet boil-
ing: „a… the nozzle diameter of 10 mm „b… the nozzle diameter of
6 mm; and „c… the nozzle diameter of 2 mm.
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flow distance of the incoming liquid though the liquid subfilm
layer, i.e., the decreased average evaporation distance of the in-
coming liquid.

Equation~17! is tested in Fig. 5 against experimental data of
CHF obtained in the present study and Kumagai et al.~1994!.
Good agreement between the CHF data and the predictions is
obtained for C50.132.

qc,0

Ghf g
50.132S 11

rv

r l
D 1/3S sr l

G2d
D 1/3S rv

r l
D 1.4/3

(21)

Equation~21! correlates CHF data with the maximum relative
error less than620 percent, and can be recommended for predict-
ing the CHF of saturated water jet boiling at the stagnation zone.

Because the thermophysics properties are constant for saturated
water under the atmospheric pressure condition, the relation be-
tweenqc,0 andV as well asd can be simply expressed as

qc,050.363106S V

d D 1/3

@W/m2K# (22)

where, the unit ofV andd are@m/s# and@m#, respectively. Figure
6 shows the compared results between the CHF data and Eq.~22!.

The CHF data proposed by Kumagai et al.@24# are rather higher
than that of the present experiment. The reason may be due to that
those data resulted from an unsteady cooling experiment, but the
present data resulted from the steady experiment.

In general, for pool boiling of saturated water on the upward
heat-transfer surface under atmospheric pressure, CHF is about
1.16 MW/m2 @13#. This value can be taken as a lower limit of
CHF for the convective boiling of water jet impinging on the
stagnation zone, hence, the applicable range of Eqs.~21! and~22!
can be estimated to be (V/d)>34.5. Here, the unit ofV andd are
@m/s# and @m#, respectively. For the range of (V/d),34.5, CHF
should be equal to that in pool boiling.

Since the present experiment was carried out at atmospheric
pressure and only saturated water was used as a coolant, therv /r l
is fixed (rv /r l50.000624) and the data cannot present the effects
of thermophysics properties in wide range. In general, the expo-
nents of the dimensionless numbers in the theoretical equation
may be somewhat different from those in the experimental corre-
lation due to some secondary effects, such as effects of correlation
factors in Eqs.~7!, ~8!, and ~15!, which have been assumed as
constants in this study. But, they should be weak functions of the
thermophysics properties and the jet conditions. Therefore, further
work would be still needed to check and improve the applicability
of the suggested correlating equation~21! in more wide range.

Conclusions

1 The model of the maximum liquid subfilm layer based on the
Helmholtz instability was employed for predicting critical heat
flux ~CHF! of convective boiling of a round saturated water jet
impinging on the stagnation zone. The steady boiling heat transfer
experiment was conducted to determine the correlation factor.

2 Both the impact velocity and the nozzle diameter provide
strong effect on CHF. Higher CHF was achieved with higher im-
pact velocities and less nozzle diameters. The relationship of
qc,0}(V/d)1/3 is available for saturated water jet under the atmo-
spheric pressure condition.

3 Dimensionless Eq.~21! correlates the CHF data with the
maximum relative error less than620 percent. Equation~21! can
be recommended for predicting CHF of water jet boiling at the
stagnation zone.

4 Further work would be still needed to check and improve the
applicability of Eq.~21! in more wide range.

Acknowledgments
This work was supported by the National Natural Science

Foundation of China under Grant No. 50176029.

Nomenclature

A 5 total heat-transfer surface area (m2)
C 5 correlatin factor~2!
d 5 diameter of jet nozzle~m!
G 5 mass flux of liquid jet (kg m22s21)

hf g 5 latent heat of evaporation (Jkg21)
M 5 total mass rate of liquid incoming into the subfilm

layer (ms21)
Re 5 Reynolds number of jet flow,Re5Vd/v1(2)
q 5 wall heat flux (Jm22^s21&)

qc,0 5 criticalheat flux for saturated liquid (Jm22s21)
r 5 distance in the radial direction~m!
u 5 velocity of the radial direction (ms21)
U 5 mean velocity of the radial direction (ms21)
v 5 velocity of the vertical direction (ms21)
V 5 compact velocity of liquid jet (ms21)
y 5 distance in the vertical direction~m!

Fig. 5 Comparison between Eq. „21… and the CHF data

Fig. 6 Comparisons between Eq. „22… and CHF data
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Greek Symbol

d 5 thickness of boundary layer~m!
lH 5 critical wavelength for Helmholtz instability~m!

l 5 thermal conductivity (Jm21K21s21)
T 5 temperature~K!

LT 5 superheat~K!
n 5 kinematics viscosity (m2s21)
s 5 surface tension (N m21)
r 5 density (kg m23)

Subscripts

0 5 saturation
l 5 liquid

v 5 vapor
s 5 specimen

w 5 wall
d 5 interface of velocity boundary layer
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Heat Transfer Model for
Evaporation of Elongated Bubble
Flows in Microchannels
Recent experimental studies of evaporation in microchannels have shown that local flow-
boiling coefficients are almost independent of vapor quality, weakly dependent on mass
flux, moderately dependent on evaporating pressure, and strongly dependent on heat flux.
In a conventional (macrochannel) geometry, such trends suggest nucleate boiling as the
dominant heat transfer mechanism. In this paper, we put forward a simple new heat
transfer model based on the hypothesis that thin-film evaporation into elongated bubbles
is the important heat transfer mechanism in these flows. The new model predicts the above
trends and quantitatively predicts flow-boiling coefficients for experimental data with
several fluids. The success of this new model supports the idea that thin-film evaporation
into elongated bubbles is the important heat transfer mechanism in microchannel evapo-
ration. The model provides a new tool for the study of such flows, assists in understanding
the heat transfer behavior, and provides a framework for predicting heat transfer.
@DOI: 10.1115/1.1517274#

Keywords: Evaporation, Heat Transfer, Phase Change, Two-Phase

Introduction
There has been significant recent interest in microchannel heat

transfer and, in particular, evaporation and condensation in highly
compact microchannel heat exchangers has become important.
Phase-change processes are key to the development of many
micro-thermal machines, such as micro-refrigeration systems~see
Shannon et al.,@1#!. The present study deals with evaporation in
microchannels. The purpose of this work is to present a new
model of two-phase heat transfer for this channel scale, and to use
this model to explain recent data and observations reported in the
literature.

The threshold from macro- to micro-behavior in two-phase flow
is not yet well defined, and it depends on a number of factors,
such as the heat transfer process, channel geometry, and flow
properties. Kew and Cornwall@2# report that scale effects become
evident when the hydraulic diameter is less than
2As/(g(r l2rv)). For typical halocarbons in refrigeration or air-
conditioning applications, this criterion implies that channel-size
effects become important for diameters less than a couple of mil-
limeters~1.9 mm for R134a, R12, and R22 at 0 C!. For the present
purpose, a macrochannel will be considered as one in which the
bubbles are much smaller than the channel diameter, and a micro-
channel will be loosely identified as one in which the bubbles are
constrained by the channel size. Consequently, for the present
microchannel heat transfer modeling, it will be assumed that only
one bubble can occupy the cross-section at any one time. We will
not define the particular length scale necessary to achieve these
conditions, but will assume they exist.

In macrochannels, evaporation is considered as controlled by
two main mechanisms: nucleate boiling and two-phase convec-
tion. Most research in conventional macrochannels has focused on
turbulent two-phase convection. In contrast, flows in microchan-
nels span the laminar and turbulent regimes and hence laminar
convection and thin-film evaporation may also be relevant. Some
two-phase flow patterns existing in macrochannels may not be
possible in microchannels. For example, capillary forces can pro-
hibit stratified flows from occurring and, if one bubble spans the

cross-section, the macroscale bubbly flow is not obtained. Further-
more, with capillary forces dominating, the film thickness in an-
nular flow will not be strongly affected by gravity, and tube ori-
entation will become unimportant—a potential advantage for
application in micro-thermal machines. In order to properly inter-
pret heat transfer data, and to understand the thermophysics of
microchannels, the flow regime must be carefully considered as
has been done in macrochannels by Kattan et al.@3–5#.

Several recent studies have pointed to the dependence of mi-
crochannel heat transfer coefficients on heat flux as an indication
of nucleate-boiling dominance. This hypothesis appears to be but-
tressed by a weak dependence on local quality and mass flux, as
well as an increase in the coefficients with evaporating pressure.
The purpose of this paper is to bring the consideration of flow
regime into the interpretation of microchannel evaporation data,
and to put forward an alternate hypothesis explaining these obser-
vations solely through thin-film evaporation as a much more plau-
sible mechanism.

Literature Review
Mehendale et al.@6# recently provided an extensive review of

single-phase and two-phase microchannel heat transfer, and other
reviews are available@7#. We will not repeat an exhaustive review
of flow in microchannels but will note that relatively few experi-
mental studies have reported local flow boiling heat transfer coef-
ficients in small channels. Our main purpose will be accomplished
by discussing several recent studies that have reported such data,
and studies that have sustained the growing notion that micro-
channel evaporation behavior can be explained in terms of mac-
roscale nucleate boiling.

Tran and co-workers@8# investigated heat transfer for evapora-
tion of R-12 inside a circular channel with a 2.46 mm diameter,
and in a rectangular channel of 1.7034.06 mm (dh52.40 mm).
Previously, Wambsganss et al.@9# reported results for R-113 in a
2.92 mm diameter circular channel. In these studies, it was ob-
served that for wall superheats larger than 2.75 K the local heat
transfer coefficients did not change with mass velocity~50 to 695
kg/m2s! nor with vapor quality~20 percent to 75 percent! but
instead depended only on heat flux~7.5 to 59.4 kW/m2!. An at-
tempt to fit their data to a typical nucleate boiling curve~of the
form q5aDTn) yielded an exponent ofn52.7. This value ofn is
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typical to that obtained in nucleate boiling correlations and com-
monly reported in the literature for macrochannels, and on that
basis Tran and co-workers asserted that heat transfer was
nucleate-boiling dominated in microchannel evaporation. At low
superheats, below 2.75 K, they observed a significant change in
the slope of their data plotted as a nucleate boiling curve~q versus
DT), and they designated the low-superheat regime as
convection-dominant. Heat-flux dependence still existed in this
regime; however, it was much less than at higher wall superheats.

Zhao et al.@10# reported flow-boiling coefficients for CO2 and
R-134a in a microchannel of unspecified dimensions. They mea-
sured local heat transfer coefficients from inlet vapor qualities of 5
percent to outlet qualities of 30 percent but did not present the
data as a function of quality. For mass fluxes from 250 to 700
kg/m2 s at fixed heat fluxes, they did not observe mass-flux depen-
dence for either CO2 or R-134a for pressures ranging from 3970
to 5090 kPa and 350 to 490 kPa, respectively. In their heat flux
range ~8 to 25 kW/m2!, their results did not show a heat flux
dependence. It may be important to note that all the tests of Zhao
and co-workers were for wall superheats less than 2.75 K~from
about 1 to 2 K!. Hence, their data would have fallen in the lower
heat-flux dependence zone observed by Tran and co-workers.
Zhao et al. reported that for the same saturation temperature~283
K!, CO2 had heat transfer coefficients about 3 times those for
R-134a.

Mehendale and Jacobi@11# provided a limited number of quasi-
local data for evaporating flows of R-134a in horizontal, square
passages, 0.8 by 0.8 mm. Their data were obtained as an average
over the quality range from inlet to outlet and for most experi-
ments the quality change was between 7 percent and 15 percent. A
relatively low heat flux was used (q,3400 W/m2), and the mass
flux ranged from about 1.8 to 15 kg/m2 s. They did not report the
wall superheat for these tests, but from their heat transfer coeffi-
cient data it is clear the wall superheat was less than 1 K. Never-
theless, Mehendale and Jacobi observed the heat transfer coeffi-
cient to be virtually independent of quality and dependent on heat
flux. They observed mass flux dependence only at the highest flow
rates. They explained these results in terms of nucleate boiling
dominance at low mass-flow rates.

Bao et al.@12# reported local flow boiling coefficients for R-11
and R-123 inside a circular channel with a diameter of 1.95 mm.
Their work reflects careful attention to experimental method and
procedure; for example, consider their companion paper@13#, in
which they demonstrated their test facility provides energy bal-
ances within a few percent and yields single-phase results in
agreement with accepted data. In their experiments, they used a
single piece of tubing, 870 mm long. The first 400 mm of the tube
was unheated, providing an entrance region; that section was fol-
lowed by a 270 mm long test zone and then by a 200 mm un-
heated exit zone. For tests over a wide range of conditions~mass
velocities from 50 to 1800 kg/m2 s, vapor qualities from 0 to 90
percent, heat fluxes from 5 to 200 kW/m2 and saturation pressures
from 290 to 510 kPa!, they observed that heat transfer coefficients
were a strong function of heat flux and depended on saturation
pressure; however, the effects of vapor quality and mass flux were
very small. Hence, similar to the previous studies, they concluded
that nucleate boiling dominated the heat transfer process—in fact,
they demonstrated that the Cooper correlation@14# gave an ap-
proximate representation of their data~although it under-predicted
their results by 20–50 percent!. Using the same type of setup,
Baird et al. @15# have also reported local heat transfer data for
R-123 in a 0.92 mm diameter tube and CO2 in the previous 1.95
mm tube, observing the same trends as in their earlier work.

Many of the studies cited above focus on the challenges of
obtaining reliable data in the microchannel geometry, and data
interpretation has been based on ideas and trends extrapolated
from earlier experiences with macrochannels. As a demonstration
of this approach for data interpretation, we calculated the recent
flow pattern map of Kattan et al.@3–5# for macrochannels and

found the flow regime in channels of less than 3 mm diameter is
predicted as intermittent~i.e., slug flow!and then annular prior to
reaching dry-out qualities. This prediction is congruent with the
direct observations of Wambsganss et al.@9#. The heat transfer
model of Kattan et al. is asymptotic for intermittent and annular
flows, with a Cooper-based nucleate boiling contribution and a
turbulent-film contribution. For small channels, the model predicts
evaporative convection coefficients to depend on heat flux be-
cause the coefficient becomes nucleate-boiling dominated. While
direct observations support the predicted flow pattern~an elon-
gated bubble flow!, nucleate-boiling dominance is only inferred
from extrapolation of macrochannel heat transfer behavior.

This survey of the literature clearly shows evaporative convec-
tion coefficients in microchannels exhibit heat-flux dependence.
Although the low-heat-flux cases exhibit less dependence~as in
work by Tran and co-workers@8#, Mehendale and Jacobi@11# and
Zhao et al.@10#!, many investigators have reported the heat flux
dependence. The careful experiments of Bao et al.@12,13#provide
compelling evidence that it exists. This heat-flux dependence of
the convection coefficient, along with the relative independence
from quality and mass flux, has been widely ascribed to the
nucleate-boiling mechanism, well known from macrochannel
studies. We will put forward an alternate explanation of this be-
havior, an explanation we believe is superior to the assertion that
nucleate boiling is important in these flows. We will undertake to
describe and support this alternate hypothesis through a simple
thermal model of microchannel heat transfer.

Heat Transfer Model
We hypothesize that thin-film evaporation is the governing pro-

cess in microchannel evaporation, and we will use that mechanism
in a model to explore the expected heat transfer behavior for such
a situation. We will demonstrate that this heat transfer mechanism
can explain the trends reported above. Consider an elongated
bubble/liquid-slug pair in a circular channel of diameter,D, as
shown in Fig. 1. We shall refer to this system as thepair, and
assign it a length ofLP . The length of the vapor bubble isLV ,
and the liquid slug is given a lengthLL . After inception, this pair
moves down the channel with a velocityU. Due to the applied
uniform heat flux,q, as the pair progresses down the channel,LL
decreases, andLV increases. Because the vapor density is smaller
than the liquid density,LP increases and the local quality and void
fraction ~volume averaged over a pair! thus increase as the pair is
propelled down the channel.

Fig. 1 Physical model of the elongated bubble flow regime
expected in microchannel evaporating flows. A liquid-slug Õ
vapor-bubble pair is identified for analysis, and the geometric
description of the pair is provided.
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Central to this model is the idea that during elongated bubble
flow a thin liquid film of uniform thickness is ‘‘laid down’’ by the
passing liquid slug. The initial film thickness provided by the
passing slug,do , is governed by complex fluid dynamics within
the slug and the film; we are not able to predict its thickness in a
simple way, but we will simply assume its presence. It should be
noted that after a liquid slug passes, the film begins to thin as
evaporation proceeds. The thinning process continues until the
next liquid slug passes. We will consider the effect of this thinning
on the heat transfer coefficient later.

In order to estimate the period of time between generation of
successive pairs, we assume that this period scales as if bubble
growth follows the conduction-limited model of Plesset and
Zwick @16# in a uniformly superheated liquid,

r ~ t !5JaS 12aLt

p D 1/2

(1)

At t50, growth of the bubble from a pre-existing vapor nucleus
occurs. Using the definition of the Jakob number, and assuming
the bubble will depart downstream the instant it spans the channel
~neglecting the thin film,do), the period of pair generation is
estimated to be

t5S RrVl

rLcpLDTeff
D 2 p

12aL
(2)

Equation~2! can be regarded simply as a scaling relation; it rec-
ognizes that a nucleation superheat is required to generate a
bubble, and once the bubble forms it will grow in a conduction-
limited fashion until the channel is bridged. The bubble will then
be swept away and a new one will begin to grow, repeating the
cycle at a frequency 1/t. This simplified view of pair initiation
neglects flow forces on the growing bubble and allows for no
‘‘waiting time’’ between bubbles. The effective superheat,DTeff ,
can be adjusted to make the equality to hold in Eq.~2! for some
unknown real nucleation superheat. Later, we can relate this ef-
fective superheat to a critical radius to demonstrate that physically
reasonable radii are obtained.

In a simplification consistent with the view that a pair is formed
at a 1/t frequency neglecting local flow effects on the growing
nucleus, we will neglect~just at the point of pair formation! local
density and velocity changes, and assume that up to the instant of
detachment, the flow passes the nucleation site at the liquid ve-
locity and density, thus over each period of bubble generation a
pair length is swept out:

LP~ t50!5Lpo5tm/rL (3)

According to the idea that the pair forms the instant the bubble
bridges the channel, we take the initial vapor length to be

LV~ t50!5LVo5D (4)

and from Fig. 1 we see that for all time,

LP~ t !5LV~ t !1LL~ t ! (5)

After pair formation, void fraction, velocity, and vapor quality
can be calculated using basic definitions for a known fluid at a
known mass fluxm, and for an assumed film thicknessdo . The
basic definition of the void fraction gives:

«~ t !5
LV~ t !~R2do!2

LP~ t !R2 . (6)

Recognizing that mass is carried through a flow area ofp(R
2do)2, but that the mass flux,m, is defined by convention in
terms of the total cross-sectional area,pR2, the pair velocityU(t)
can be obtained by re-arranging the definition of mass flux:

U~ t !5mS R2

~R2do!2D S rL

LL~ t !

LP~ t !
1rV

LV~ t !

LP~ t ! D
21

. (7)

Finally, from the definition of quality, we can have

x~ t !5U~ t !S LV~ t !

LP~ t ! D rV

m S ~R2do!2

R2 D . (8)

Equations~2!–~5! are applied att50 and used to calculate the
initial pair geometry (LLo , LVo , andLPo). At any instant in time,
the pair geometry can be used in Eqs.~6!–~8! to calculate the
local void fraction, pair velocity, and vapor quality. Using an en-
ergy balance on the pair and mass conservation, coupled differen-
tial equations for the vapor and liquid length result as follows for
a prescribed heat flux:

dLV

dt
5

qD~LV~ t !1LL~ t !!

rV~R2d!2l
(9)

and

dLL

dt
52

qD~LV~ t !1LL~ t !!

rL~R2d!2l
(10)

Thus, with the initial conditions onLV andLL calculated, Eqs.
~9! and ~10! can be integrated forward in time, subject to the
nonlinear constraint of Eqs.~5! through~8!. At each time step, the
pair geometry and velocity are calculated, and local void fraction
and quality are found. We add a differential equation for position,
and thereby calculate the position of the pair at each time step;
i.e., we simultaneously integrate

ds

dt
5U~ t ! (11)

The equation set developed above thus provides two-phase flow
characteristics as a function of position in the tube. If microchan-
nel evaporation is thin-film dominated, then pair geometry and
local velocity are key factors in modeling the heat transfer. These
factors determine the fraction of tube area occupied by the film
and the periodicity with which it is refreshed.

The current heat transfer model is based on the assumption that
conduction through the thin liquid film dominates the heat transfer
behavior. As a liquid slug passes, it lays down a film of thickness
do . Once the slug passes, transient thin-film evaporation begins
and the film thickness decreases. Hence, the film is thinnest at the
trailing edge of the elongated bubble. With the local value of pair
passing frequency,t, given by Lp(t)/U(t), and accounting for
conduction through a fictitious film into the passing liquid, the
minimum film thickness is modeled with

dmin5do2
q

lrL

Lp~ t !

U~ t !
(12)

Averaging over the period and length of the pair, the heat transfer
coefficient is determined from an average film thickness, using
a quasi-steady approach. Spatial and temporal averaging with
Eq. ~12! yields the following expression for local heat transfer
coefficient

h~s;t !5kLS do2
qLp~ t !

4lrLU~ t ! D
21

(13)

With Eq. ~13!, the local heat transfer coefficient can be deter-
mined as the flow equations are solved for local quality, void
fraction, and location. An average heat transfer coefficient could
then be determined by integrating Eq.~13! over position,s. How-
ever, we are interested in local behavior to compare to data re-
ported in the literature. In particular, we are interested in whether
this simplified thin-film model will provide predictions congruent
with the data, offering support for the hypothesis that microchan-
nel evaporation is thin-film dominated.

Recognizing it provides only an estimate for large superheats,
we also calculate the critical radius suggested by the effective
superheat from Eq.~2! using the following expression@17#,
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DTeff5
2s

r crit~dp/dT!sat
, (14)

wherer crit is the critical radius of the pre-existing vapor nucleus,
whose value is unknown and depends on the microgeometry and
roughness of the surface. Our purpose in using Eq.~14! is not to
obtain an accurate estimate of the critical radius; we simply wish
to demonstrate that the suggested size of the critical radius is
reasonable for a microchannel tube. We recognize that in our
model—due to the nature of nucleation—we will ultimately as-
sume a value ofr crit ~or DTeff), which then sets of the value of
DTeff ~or r crit based on Eq.~14!!.

Discussion and Comparison to Experimental Results
The differential-algebraic equation~DAE! set developed above

was solved using a Newton-Raphson method for the algebraic set,
with simultaneous integration of the differential equations using a
fifth-order Runge-Kutta-Verner. For all cases reported, the relative
residual in the solution was less than 1026. Solutions to the model
show that the period of sweeping,t, is independent of location in
the tube for all cases; that is,LP /U is independent of quality. This
finding is an obvious result, and with some manipulation of the
DAE set, it can be shown thatdt/dt is always zero. Physically,
this result is due to the fact that as the quality increases,U(t)
increases because of the increase inLP(t) and U increases at
exactly the rate of increase inLP . Although the result is obvious
after consideration, it is reassuring to obtain it with the numerical

procedure, and it emphasizes the important fact that sweeping
frequency is a constant, set by pair-formation frequency.

We conducted a series of simulations designed to explore the
trends predicted by the model and representative results are pro-
vided in Figs. 2 through 4 for R-11 at a saturation pressure of 460
kPa in a channel of 1.95 mm diameter. The parametric values used
in these figures were selected to allow a comparison of the model
results to the experimental data of Bao et al.@12# and to demon-
strate the trends with a range ofDTeff anddo ~the ‘‘free’’ param-
eters in the model!. As demonstrated in Fig. 2, the heat transfer
coefficient is predicted to increase with heat flux. This finding is
in agreement with the behavior reported in the literature. It may be
especially noteworthy that the dependence ofh on q is low at
small heat fluxes and higher at large heat fluxes. This result seems
to explain why data obtained at a low heat flux show little heat-
flux dependence~as in@8#!, but high-heat-flux data exhibit strong
heat flux dependence~as in @12#!.

In Fig. 3 it is shown that the model predicts the heat transfer
coefficient to be insensitive to mass flux for reasonable values of
DTeff and do ; again, the results are congruent with the extant
literature. The values of ReL range from about 1000 to 2500; so,
the expectation is that the flow is laminar or just entering the
transitional regime even at the highest mass fluxes. In the top
graph,DTeff ~or r crit) is shown to have a substantial effect on heat
transfer but that heat transfer is still nearly independent ofm,
which agrees with the studies cited earlier. The variation inh
versusm is minor relative to that forh versusq shown in Fig. 2,
which also follows the trends observed experimentally.

Fig. 2 Heat transfer behavior for R-11 at PsatÄ460 kPa, D
Ä2 mm, and mÄ446 kgÕm 2 s, showing „a… h for varying DTeff
„r crit … at a fixed initial thin-film thickness of doÄ12.5 mm, and
„b… h for varying do at a fixed DTeffÄ28 K „r critÄ0.070 mm… .

Fig. 3 Heat transfer behavior for R-11 at PsatÄ460 kPa, D
Ä2 mm, and qÄ120 kWÕm2, showing „a… h for varying DTeff
„r crit … at a fixed initial thin-film thickness of doÄ12.5 mm, and
„b… h for varying do at a fixed DTeffÄ28 K „r critÄ0.700 mm… .
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In Fig. 4, the heat transfer coefficient is shown to be indepen-
dent of vapor quality and to increase with saturation pressure. This
set of simulations was conducted under conditions typical to those
presented by Bao and co-workers@12# ~in their Fig. 8!, and a
direct comparison to that earlier work shows remarkable agree-
ment: the model properly predicts the behavior with quality and
saturation pressure. All these trends are consistent with data re-
ported by others; of course, these trends are also consistent with
nucleate-boiling dominance. However, the predictions now pre-
sented are obtained using a heat transfer model based solely on
evaporation of a thin liquid film trapped between a moving elon-
gated bubble and the channel wall. Hence, based on the present
analysis the dominant heat transfer mechanism in microchannel
evaporation under these conditions is transient thin film evapora-
tion with growth of elongated bubbles flowing down the channel
and not conventional macrochannel nucleate pool boiling.

In order to make a compelling comparison of the new model to
existing data, we considered the experiments of Bao et al.@12# in
more depth. Using their test conditions, we adjusted the unknown
effective nucleation superheat and the initial film thickness to
minimize the least-square error between their data and the new
model.1 For parametric values ofDTeff528 K ~equivalent tor crit
50.070mm) anddo512.5mm, the average squared relative er-
ror between the experiments and the model was less than 10 per-
cent, with the trends predicted as shown in the comparison of the
model to the theory in Fig. 5. These results are for R-11 at a
saturation pressure of 460 kPa in a 1.95 mm diameter tube. We
have shown all data they obtained at this saturation pressure be-
cause the results are insensitive to quality and mass flux~as dem-
onstrated earlier!. It is necessary to point out that an error in the
printing of @12# provides an erroneous curve for the data~in their
Fig. 2!; however, we have used the correct data for these condi-
tions, as provided by Prof. Haynes. It is interesting to note the
data of Bao et al. suggesth as almost linear withq, but the best
values of DTeff and do predict nonlinear behavior. The model
predictions would become more linear; i.e., show less curvature,
for relatively larger film thickness and effective superheat; how-
ever, the model would under-predict heat transfer coefficients for
such linear behavior. Viewing the data of Bao et al. through the
framework of the new model, suggests thicker films and smaller
critical radii than predicted by the model.

In our model,h depends onq because an increase in heat flux
imposes more thinning during the periodt, and a thinner layer
implies a higher heat transfer coefficient due to the reduced con-
ductive resistance of the film. Likewise, as the saturation pressure
is increased, the heat of vaporization decreases, and the film thins
more rapidly during the sweep periodt, and thush increases with
saturation pressure.

We have also been able to conduct a general comparison to
earlier heat transfer data of Wambsganss and co-workers for R-12
~see @8#!. Their data show the same trends as noted for other
fluids: h is almost independent ofx andm, and depends strongly
on q. By reading the heat transfer coefficient data from their Fig.
4, and fitting h(q) for R-12 at a saturation pressure ofPsat
;825 kPa in a 2.46 mm diameter tube, we find that values of
DTeff532 K, anddo520mm predict their measurements with an
average deviation less than 13 percent~within their 15 percent
uncertainty!. Furthermore, the new model again predicts little de-
pendence onx andm, in agreement with the experiments.

Unfortunately, a direct comparison to the data of Zhao et al.
@10# is impossible because the microchannel dimensions are not
provided. However, they show heat transfer data and note thath
values for CO2 are roughly three times those of R-134a under
identical test conditions. Assuming a diameter of 2 mm and their
operating conditions, the new model predicts heat transfer coeffi-
cients for CO2 to be roughly twice those of R-134a~usingDTeff
528 K, anddo512.5mm). If the tube diameter is taken as 3 mm,
the ratio is about four. Hence, our model correctly predicts the
physical property dependence on thin film evaporation for their
conditions for these two diverse fluids but no exact quantitative
prediction is possible without the channel dimensions.

Hence, by judicious selection of the nucleation radiusr crit and
the initial thin film thicknessdo , the new model is able to de-
scribe all the experimental trends in the heat transfer coefficient
versusm, x, q, andPsat for four different fluids, both qualitatively
and to some extent quantitatively for evaporation in the elongated
bubble flow regime. As the nucleation radius is a function of the
microgeometry of the surface, and its prediction is still an unre-
solved problem in nucleation theory, its value cannot be predicted
analytically and must be assumed to determineDTeff ~or visa
versa!.

1We are indebted to Prof. B. S. Haynes for providing his data through private
communication with JRT.

Fig. 4 The predicted heat transfer coefficient for R-11 as a
function of vapor quality, with DTeffÄ28 K „0.12Ër crit
Ë0.06 mm… , for Psat ranging from 294 to 450 kPa, with do
Ä12.5 mm, qÄ125 kWÕm2, and mÄ560 kgÕm 2 s to cover the
conditions reported by Bao et al. †12‡

Fig. 5 Comparison of the new model to the data of Bao et al.
†12‡ for R-11 at PsatÄ460 kPa with the model parameters set to
DTeffÄ28 K „r critÄ0.070 mm… and doÄ12.5 mm
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Conclusion
A new heat transfer model for evaporation in the elongated-

bubble flow regime in microchannels has been proposed. The
model is based on a simplified view of the fluid mechanics, with
the hypothesis that thin-film evaporation is the dominant heat
transfer mechanism. The new model requires a numerical solution
to a nonlinear algebraic-differential-equation set. It also requires
knowledge of two parameters: namely the effective nucleation
superheat~or the critical nucleation radius!, and the initial film
thickness (DTeff anddo). It may be possible to make estimates of
DTeff through r crit , using microscopy to characterize the micro-
channel surface. This approach might then be extended to account
for contact-angle and cavity size distribution effects on micro-
channel heat transfer. The work of Moriyama and Inoue@18# sug-
gests estimation ofdo might also be possible; however, further
work on flow, thermal, and geometrical effects on the film thick-
ness is needed for complete closure of the model. Some data
suggest the model underestimatesdo andDTeff , but simply treat-
ing them as free parameters allows the model to serve as a pre-
dictive tool as herein demonstrated.

At this point, the importance of this model rests in its ability to
demonstrate that recent data for two-phase heat transfer in micro-
channels can be explained with a thin-film evaporation mecha-
nism as opposed to prior interpretations that conventional macro-
scale nucleate boiling is important. In its current form, this model
of evaporation in the elongated-bubble flow regime predicts all
trends in the microchannel heat transfer coefficient, both—to
some extent—qualitatively and quantitatively; however, the model
requires the judicious selection of the nucleation radiusr crit and
the initial thin film thicknessdo .
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Nomenclature

cpL 5 specific heat of the liquid
D 5 tube diameter
dh 5 hydraulic diameter
h 5 flow boiling heat transfer coefficient

Ja 5 Jakob number,rLcpLDTeff /(rVl)
kL 5 thermal conductivity of the liquid
L 5 length
m 5 mass flux

Psat 5 saturation pressure
q 5 heat flux
R 5 tube radius

ReL 5 liquid Reynolds number,mD/mL
r 5 bubble radius during initial growth phase
s 5 distance down tube axis
t 5 time

T 5 temperature
U 5 liquid-slug/vapor-bubble pair velocity
x 5 vapor quality

Greek Symbols

a 5 thermal diffusivity

DT 5 temperature difference
d 5 film thickness
« 5 void fraction
l 5 latent heat of evaporation
m 5 dynamic viscosity
r 5 mass density
s 5 surface tension
t 5 sweeping period

Subscripts

crit 5 critical radius at nucleation
eff 5 effective
L 5 liquid
P 5 pair
V 5 vapor

min 5 minimum
sat 5 saturation
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Heat Transfer Coefficients During
Condensation of the Zeotropic
Refrigerant Mixture
HCFC-22/HCFC-142b
Heat transfer coefficients during condensation of zeotropic refrigerant mixtures were
obtained at mass fractions of 90 percent/10 percent, 80 percent/20 percent, 70 percent/30
percent, 60 percent/40 percent, and 50 percent/50 percent for HCFC-22/HCFC-142b and
for pure HCFC-22 in a horizontal smooth tube at a high saturation pressure of 2.43 MPa.
The measurements were taken in a series of eight 8.11 mm inner diameter smooth tubes
with lengths of 1 603 mm. At low mass fluxes, from 40 kg/m2s to 350 kg/m2s where the
flow regime is predominately stratified wavy, the refrigerant mass fraction influenced the
heat transfer coefficient by up to a factor of two, decreasing as the mass fraction of
HCFC-142b is increased. At high mass fluxes of 350 kg/m2s and more, the flow regime
was predominately annular and the heat transfer coefficients were not strongly influenced
by the refrigerant mass fraction, decreasing only by 7 percent as the refrigerant mass
fraction changed from 100 percent HCFC-22 to 50 percent/50 percent HCFC-22/HCFC-
142b. The results also indicated that of three methods tested to predict heat transfer
coefficients, the flow pattern correlation of Dobson and Chato (1998) gave the best results
for pure HCFC-22 and for the mixtures utilizing the Silver-Bell-Ghaly method (1964).
@DOI: 10.1115/1.1484108#
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Introduction
Hot-water heat pumps are especially used in countries with a

mild climate in winter, that have no natural gas and where elec-
trical heating is usually used for the heating of water. Heating of
water with heat pumps is extremely energy-efficient. Savings of
approximately 67 percent can be realized, compared to heating
with direct electrical resistance heaters@3,4#. Hot-water heat
pumps are vapor compression cycles, which use water-cooled
condensers for the heating of hot water. The most widely used
refrigerant for hot-water heat pumps is HCFC-22 (CHClF2) with
which a maximum hot-water temperature of 60°C to 65°C is pos-
sible with approximately the same condensing temperatures. This
is possible by making use of the refrigerant’s superheat, which can
be 60°C because the compressor discharge temperature is approxi-
mately 120°C. The maximum condensation temperature of ap-
proximately 60°C is limited by the maximum safe operating pres-
sure of available compressors. The compressors in winter have to
run with evaporating temperatures of approximately 0°C and less.
Under these conditions, the pressure ratio over the compressor
will be approximately 4.9. This is approximately the maximum
safe limit for small hermetically sealed compressors used in hot
water heat pumps that will guarantee acceptable loads on the bear-
ings. In addition, at too high condensing temperatures the com-
pressor discharge temperature will be too high, which will lead to
decomposition of the lubricating oil.

Although hot-water temperatures of 60°C to 65°C are adequate
for domestic use, they are low when compared to temperatures
that can be delivered by fossil fuel and direct electric resistance
systems. This limits the potential applications of hot-water heat
pumps. Smit and Meyer@5# as well as Johannsen@6# showed
analytically that a zeotropic mixture of HCFC-22 and HCFC-142b

(CClF2CH3) could be used to obtain higher temperatures. A hot-
water outlet temperature of 120°C is possible if only HCFC-142b
is used. The disadvantage of using only HCFC-142b is that its
heating capacity is 15 percent lower and its heating COP~coeffi-
cient of performance! is 7 percent lower when compared to
HCFC-22. Furthermore, it is flammable, but the flammability is
decreased by adding HCFC-22. A mixture of 60 percent HCFC-22
with 40 percent HCFC-142b to 80 percent HCFC-22 with 20 per-
cent HCFC-142b by mass, is recommended. With these mix-
tures the heating capacities are about the same as just HCFC-22,
but its COP is increased while hot-water temperatures of 80°C~80
percent/20 percent HCFC-22/HCFC-142b! to 90°C ~60 percent/
40 percent HCFC-22/HCFC-142b! can be achieved. Mixtures of
HCFC-22 with HCFC-142b form zeotropic mixtures with
glides of 7°C and 5°C for 60 percent and 80 percent HCFC-22
respectively.

Literature searches by Smit@7#, Kebonte@8# and Bukasa@9#
showed that apparently no literature on detailed heat transfer co-
efficients for the recommended mass fractions of HCFC-22 with
HCFC-142b at a condensing temperatures of 60°C or more~con-
densing pressure of 2.43 MPa! has been published yet. In addi-
tion, it seems as if no detailed condensation data exist for the
mixture of HCFC-22/HCFC-142b. Meyer et al.@10# published an
article on average condensation coefficients at this high condens-
ing temperature but in the annulus of coiled tube-in-tube heat
exchangers. Shizuya et al.@11# published an article on heat trans-
fer coefficients but only for a mixture of HCFC-22 with HCFC-
142b at a mass fraction of 50 percent HCFC-22 and 50 percent
HCFC-142b.

For other refrigerant mixtures, several studies have been per-
formed for condensation inside horizontal plain tubes to obtain
quasi-local heat transfer coefficients, i.e., sectional average values
over vapor quality changes of about 0.1 like those obtained here.
Mochizuki et al. @12# obtained experimental results for three
R-113/R-11 mixtures plus those of the two pure components.
Dobson et al.@13# reported condensing data for a mixture of 60
percent R-32/40 percent R-125, which is a near azeotropic mix-
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ture. Shao and Granryd@14,15#measured condensing heat transfer
data for the three-component mixture R-407C and the near azeo-
tropic mixture R-404A and made comparison tests with HCFC-22
and R-502, respectively, for a test facility with 10 consecutive
subsections attached in series. For the R-407C comparison with
HCFC-22, they found only a minor effect of the mixture at high
mass velocities but a significant decrease with respect to
HCFC-22 at mass velocities lower than 250 kg/m2s. Uchida et al.
@16# measured condensing coefficients for a 30 percent R-32/10
percent R-125/60 percent R-134a mixture. Chitti and Anand@17#
reported results for R-32 and R-32/R-125 mixtures. None of these
studies compared their data to a prediction method that accounted
for mass transfer effects of the mixture. More recently, Thome
@18# has presented a state-of-the-art review on the subject of con-
densation, including condensation of refrigerant mixtures.

The first objective of this work was to determine the heat trans-
fer coefficients of the zeotropic mixture HCFC-22 with HCFC-
142b at the following mass fractions: 90 percent/10 percent, 80
percent/20 percent, 70 percent/30 percent, 60 percent/40 percent
and 50 percent/50 percent. The heat transfer coefficients are de-
termined at a condensing saturation pressure of 2.43 MPa in
smooth straight tubes. At this pressure the dew point temperature
for condensation will vary between 60°C~100 percent HCFC-22!
and 86°C~50 percent HCFC-22!. The second objective was to use
the measured heat transfer coefficients in this study to evaluate
some of the commonly used local heat transfer methods for intube
condensation.

The characteristics of HCFC-22 and the HCFC-22/HCFC-142b
mixtures considered are calculated using REFPROP@19# and are
given in Table 1.

Test Facility
A test facility was specifically constructed to measure in-tube

condensation of pure refrigerants and refrigerant mixtures. The
overall test facility is shown in Fig. 1. It was a vapor compression
refrigeration and/or heat pump system. The compressor was a her-
metically sealed, reciprocating type with a nominal power rating
of 10 kW. An oil separator was connected parallel to the compres-
sor with a by-pass line. By manually controlling the flow through
the by-pass line and through the oil separator the oil mass fraction
in the refrigerant could be controlled. Refrigerant liquid samples
were taken downstream of the after-condenser and analyzed for
oil mass fraction according to the ANSI/ASHRAE 41.4@20# stan-
dard. For this study, full use was made of the oil separator and
only results of oil mass fractions less than 0.01 percent were used.

The test-condenser consisted of eight separate coaxial double-
tube condensers in series labeledA, B, C, up to N, whereN58, as
shown in Fig. 1. The inner tube of each test section was a hard-
drawn refrigeration copper tube with an inner diameter of 8.11
mm and an outer diameter of 9.53 mm~3/8 inch!. The thermal
conductivity of the tubes was 339 W/m.K. Spacers were used
halfway in each test section to keep the inner tubes from sagging.
The heat transfer length of each section was 1603 mm and the
distance between pressure drop measuring points 1400 mm. The
outer tube was also a hard-drawn copper tube with an inner diam-
eter of 17.27 mm and an outer diameter of 19.05 mm~3/4 in.!.
Sight-glasses were installed between all the test sections to visu-
ally observe the refrigerant flow pattern. All test sections were
well insulated with 13 mm of armoflex inside a 50 mm glass wool
box to minimize heat leakage. A by-pass line was connected par-
allel to the test-condenser to control the refrigerant mass flow
through the test sections. A water-cooled after-condenser was used
to ensure that only liquid refrigerant enters a coriolis mass flow
meter, whose accuracy is60.1 percent of the reading. The sight-
glasses before and after the coriolis flow meter were to ensure that
only liquid flows through it. A filter drier followed and then a
hand-controlled expansion valve for controlling the evaporating
temperature. A water-heated evaporator and a suction accumulator
on the low-pressure side complete the refrigerant loop.

Two main water loops were used, one flowing through the con-
densing side and one flowing through the evaporating side. On the
condensing side the water was kept constant at a temperature of
55°C to 85°C ~depending on the experiments conducted! in a
1,000 liter insulated storage tank connected to a 15 kW chiller.
The water flow rate through the test sections could be controlled
with a hand-controlled valve. The flow rate of the water through
the test sections was measured with a coriolis mass flowmeter
with an error of60.2 percent of the reading. A similar flow loop
was used on the evaporating side, also with an insulated 1,000
liter storage tank but connected to a 20 kW electric resistance
heater. This water was also kept constant at a temperature of 8°C
to 30°C, depending on the experiments conducted. By increasing
or decreasing the temperature of the water through the evaporator,
the refrigerant density at the compressor inlet and thus refrigerant
mass flow could also be changed. The water temperatures in both
loops could be thermostatically controlled at a constant tempera-
ture with an error of61°C. As the storage capacities of the two
tanks were relatively large, the source and sink temperatures were
very stable which helped in quickly obtaining steady state condi-
tions during experiments.

Temperatures were measured with resistance temperature de-

Table 1 Thermodynamic properties at different mass fractions of HCFC-22 ÕHCFC-142b mixtures at a
saturation pressure of 2.43 MPa
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vices ~RTDs! calibrated to measure temperature differences with
errors less than60.1°C. Temperatures were measured at the loca-
tions shown in Fig. 1. At each of these locations, three RTDs were
located at the top, sides and bottom of the tube to take care of any
circumferential temperature variation. The average temperature of
the three values was used; with the side RTD weighted double, as
the average temperature measurement. Absolute pressures on the
high-pressure side were measured with a 160 mm dial pressure
gauge with a range of 0 to 2,500 kPa. The gauge was calibrated to
an error of65 kPa. Pressure drops were measured with a differ-
ential pressure transducer with a range of 0 to 60 kPa, calibrated
to an error of60.05 percent of the reading. For smaller pressure
drops, another differential pressure transducer, connected parallel
to the first, was used with a range of 0 to 10 kPa. It was also
calibrated to an error60.05 percent of the reading.

Data Reduction

Annulus Heat Transfer Coefficient. Before the test con-
denser was connected to the experimental set-up shown in Fig. 1,
the annulus heat transfer coefficient of each section was deter-
mined individually in a water-to-water configuration. The annulus
heat transfer coefficient was determined by using the modified
Wilson plot technique@21#. For each test section at least 20 data
points were used, all with an energy balance error of less than62
percent~the average heat duty between the inside heat duty and
outside heat duty was used as the reference!. Before the test con-
denser was connected into the experimental set-up it was dried
with high flows of nitrogen and evacuated several times to a pres-
sure of less than 6 Pa. Once connected and charged with HCFC-
22, it was operated for 14 days during which time the refrigerant
charge and filter drier were changed twice, to eliminate any re-

maining water moisture in the inner tube from the Wilson plot
experiments before the experiments in this study were conducted.
The modified Wilson plots gave the leading constants and Rey-
nolds number exponents for the Dittus-Boelter correlation for the
test channel annuli allowing the waterside coefficients to be cal-
culated during the condensation tests.

Heat Transfer Coefficient. In each of the eight test sections,
the mean sectional condensing heat transfer coefficient is deter-
mined for a change in vapor quality of about 0.1, based on the
inlet and outlet conditions of the particular section. Assuming no
fouling, the heat transfer coefficient for a section is obtained from
the definition of the overall heat transfer coefficient:

hi5
1

S 1

Uo
2

Ao ln~R0 /Ri !

2pkL
2

1

ho
D Ai

Ao

(1)

whereho is the waterside coefficient determined from the modi-
fied Wilson plot method. The conduction resistance term was
taken into consideration in Eq.~1!, although the term is very small
in comparison with the two convective resistance terms. The over-
all heat transfer coefficient was calculated from the sensible heat
gain of the water and the logarithmic mean temperature difference
as follows

Uo5
Q̇w

AoDTLMTD
(2)

where

Q̇w5Ṁwcpw~Tw,out2Tw, in! (3)

Fig. 1 Schematic of test facility
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The logarithmic temperature difference from the four terminal
temperatures was calculated for the section as

DTLMTD5
~Tr , in2Tw,out!2~Tr ,out2Tw, in!

ln@~Tr , in2Tw,out!/~Tr ,out2Tw, in!#
(4)

Quality. In the first test section,Qw was equated to the re-
frigerant enthalpy change to obtain the outlet enthalpy~which is
also the inlet enthalpy for the next test section as it is assumed that
no heat losses occur through the insulation, so that

hout5
Q̇w

Ṁ r

1hin (5)

wherehin is the refrigerant inlet enthalpy for the first or second
test-section obtained from a refrigerant database@19# using its
inlet pressure and temperature as the inlet enthalpy was usually in
the superheat region. Usually the outlet of the second test section
was in the two-phase region. Then the outlet enthalpy of the sec-
ond test section was used in Eq.~5! in the place ofhin . The inlet
and outlet enthalpies of each test section as well as the enthalpies
of saturated vapor and liquid were used to determine the inlet and
outlet qualities. Hence, the local vapor quality is

x5
h2hf

hg2hf
(6)

The average between the inlet and outlet qualities of each test
section was used to determine the average refrigerant quality of
the test section. For the mixtures, REFPROP@19# was used to
calculate the enthalpy change of the particular mixture along the
dewpoint temperature curve in the above calculations.

Experimental Uncertainty. A propagation of error analysis
@22# was performed to determine the uncertainty in the measured
heat transfer coefficients. Using this method, the uncertainty for
the heat transfer coefficients was found to range from a low of64
percent at the highest heat flux to a high of620 percent at the
lowest heat flux. Uncertainties in the average heat transfer co-
efficients obtained from the sectional heat transfer coefficients
ranged from67 percent to613 percent over the mass flux range
investigated.

Experimental Results

Verification of the Experimental Procedure and HCFC-22
Results. To verify the experimental procedure, comparisons
were drawn from the literature as shown in Figs. 2 and 3. Figure
2 shows the average heat transfer coefficient~HTC! for HCFC-22.
The heat transfer coefficients were integrated along the total
length of the condenser using the trapezoidal rule to obtain the
integrated average heat transfer coefficient.

Results were obtained over a mass flux range of 58 to 400
kg/m2s at saturation temperatures of 35°C and 40°C. The average
inlet quality was 85 percent and the average exiting quality was
10 percent. Over this small increase in saturation temperature
from 35°C to 40°C a negligible difference in heat transfer coeffi-
cients was found. Also shown are the results obtained by Muzzio
et al.@23# at a saturation temperature of 35°C with a similar tube.
The average heat transfer coefficients of Muzzio et al. were deter-
mined by averaging the subsections of their test section. Results
obtained in an 8.0 mm test tube~similar to the 8.11 mm used here!
by Eckels and Unruh@24# are also shown at 40°C. They have used
a single tube-in-tube test section with a length of 3.66 m and
determined the average heat transfer coefficients with Eq.~1!. The
overall heat transfer coefficient was determined from measure-
ments of the logarithmic mean temperature difference and the heat
transfer from the refrigerant to the water in the annulus. The
agreement between the average heat transfer coefficients mea-
sured by Muzzio et al.@23# and Eckels and Unruh@24# to those
recorded during this study is within 7 percent for mass fluxes
higher than approximately 150 kg/m2s. At the lowest mass fluxes,

the differences are as high as 18 percent. Under the test condi-
tions, the mass flux increased by about 6.9 times, while the heat
transfer coefficient only increased by about 2.1 times. Since pre-
diction methods typically utilize Nu5 f (Re0.8), this shows the
additional importance of flow regime transition over the mass
flux range.

Figure 3 shows the heat transfer coefficients for condensation at
a mass flux of 300 kg/m2s. The results obtained at condensation
temperatures of 40°C and 60°C are shown. The results at 40°C
were compared to those of Eckels and Unruh@24# ~also shown
in the plot!, which were also obtained at 40°C. The uncertainty
for the heat transfer coefficients of Eckels and Unruh ranged be-
tween64 percent at the highest heat flux to627 percent at the
lowest heat flux. The heat transfer coefficients of the present study
were larger than those of Eckels and Unruh@24# by 7 percent
on average, with a maximum error of 20 percent at a quality of
80 percent.

It can also be concluded that the heat transfer coefficients are
temperature dependent, as the heat transfer coefficients decrease
with an increase in temperature from 40°C to 60°C. On average,

Fig. 2 Comparison to other literature of measured average
heat transfer coefficients of HCFC-22 at condensing tempera-
tures of 35°C and 40°C

Fig. 3 Comparison of sectional heat transfer coefficients of
HCFC-22 at temperatures of 40°C and 60°C at a mass flux of
300 kgÕm 2s
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the heat transfer coefficients at 60°C are 16 percent lower than
those at 40°C. The maximum difference is 25 percent and occurs
where the flow regime changes from annular to stratified-wavy.
The transition in the flow regime was between quality values of
0.63 and 0.71, based on observations in the sight glasses.

By calculating the Nusselt numbers of the heat transfer coeffi-
cients in Fig. 3, the effect of the temperature influence on the
liquid thermal conductivity can be taken into consideration, which
decreases by 12 percent from 40°C to 60°C. An excellent agree-
ment was found between the Nusselt numbers with an average
error of less than 3 percent, and a maximum error of 10 percent.
Again, the maximum error occurs where the flow regime changes
from annular to stratified-wavy.

Results for HCFC-22ÕHCFC-142b Mixtures. The results
obtained for different mixtures of HCFC-22 with HCFC-142b are
shown in Figs. 4 to 7. All the results are for a saturation pressure
of 2.43 MPa. The dew and bubble point temperatures at this pres-
sure are given in Table 1. In Figs. 4 to 6, the heat transfer coeffi-

cients are given as function of quality and in Fig. 7 the average
heat transfer coefficients are given as function of mass flux. In
Figs. 4 to 6 the mass fluxes were 100, 300, and 600 kg/m2s. These
mass fluxes correspond to the flow regimes observed in the sight
glasses between test sections, namely stratified wavy, mixed and
annular flow regimes. The results were obtained for different mass
fluxes from 100 percent HCFC-22, decreasing in steps of 10 per-
cent to 50 percent/50 percent HCFC-22/HCFC-142b. The general
conclusion drawn from Figs. 4 to 6, is that at low mass fluxes
~Fig. 4! the heat transfer coefficients are more dependent on the
mass fraction of HCFC-22/HCFC-142b, than at higher mass
fluxes ~Fig. 6!.

In Fig. 4 the heat transfer coefficients for stratified-wavy flow
decreased by 33 percent on average from pure HCFC-22 to 50
percent/50 percent HCFC-22/HCFC-142b. In Fig. 5, the flow re-
gime changes from wavy annular to wavy in the direction of flow.
While the flow is annular~quality .0.7!, the heat transfer coeffi-
cients are not strongly dependent on the refrigerant composition.
The decrease in heat transfer coefficients from 100 percent
HCFC-22 to 50 percent/50 percent HCFC-22/HCFC-142b is on
average approximately 7 percent. However, while in the process
of changing from annular to wavy, and while in the wavy flow
regime~quality ,0.5! the heat transfer coefficients are more de-
pendent on the refrigerant composition. In the wavy regime the
heat transfer coefficients decrease on average by approximately 25
percent with respect to pure HCFC-22 for 50 percent/50 percent
HCFC-22/HCFC-142b. The estimated change in flow regime from
an annular regime to a wavy regime is at qualities between 0.58 to
0.64 for 100 percent HCFC-22 and decreases to between 0.63 and
0.73 for 50 percent/50 percent HCFC-22/HCFC-142b. The gen-
eral trend is that if HCFC-142b is added to HCFC-22, transition
from the annular regime to wavy regime happens sooner as the
mass fraction of HCFC-142b increases. The larger adverse effect
on heat transfer observed for the mixtures as the lower mass ve-
locities is in line with that expected from the Silver-Bell-Ghaly
method~presented in the next section! since the vapor heat trans-
fer coefficienthg decreases with decreasing flow rate.

At higher mass fluxes~i.e., 500 kg/m2s and more!the flow was
visually observed to be predominately annular. The heat transfer
coefficients were also not strongly influenced by the refrigerant
mass fraction, as can be observed for the mass flux of 600 kg/m2s,
shown in Fig. 6. The average decrease in heat transfer coefficients
was only 7 percent with respect to pure HCFC-22 for 50
percent/50 percent HCFC-22/HCFC-142b.

Fig. 4 Heat transfer coefficients at a mass flux of 100 kg Õm2s
„stratified-wavy flow … at different mass fractions of HCFC-22 Õ
HCFC-142b

Fig. 5 Heat transfer coefficients at a mass flux of 300 kg Õm2s
„mixed flow… at different mass fractions of HCFC-22 ÕHCFC-142b

Fig. 6 Heat transfer coefficients at a mass flux of 600 kg Õm2s
„annular flow… at different mass fractions of HCFC-22 ÕHCFC-
142b
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In Fig. 7 the average heat transfer coefficients are given as a
function of mass flux. For each refrigerant mass fraction, heat
transfer coefficients were measured at mass fluxes of 40 to 775
kg/m2s at an average saturation pressure of 2.43 MPa. The aver-
age inlet quality was 85 percent and the average exiting quality
was 10 percent. At mass fluxes from 40 to 350 kg/m2s, the refrig-
erant mass fraction influences the average heat transfer coefficient
by up to 100 percent. The heat transfer coefficients decrease if the
mass fraction of HCFC-22 is decreased. At mass fluxes higher
than 350 kg/m2s, the heat transfer coefficients are not strongly
influenced by mass fraction. Again, as with HCFC-22 at a satura-
tion temperature of 40°C, the results indicate that the average heat
transfer coefficients were slightly influenced by mass flux. Under
the test conditions, the mass flux increased by about 1,300 per-
cent, while the heat transfer coefficient only increased by about
380 percent. This illustrates the adverse effect of mass transfer on
the condensation process together with the influence of flow pat-
tern transition mentioned earlier.

As a final check on the accuracy of the measurement technique,
a comparison was made of the average of the heat transfer coef-
ficients for each data set and the measured average heat transfer
coefficient determined from Eq.~1!. The average of the heat trans-

fer coefficients for the tests are determined with an area weighted
average. Figure 8 compares the measured average heat transfer
coefficient and the average of the sectional heat transfer coeffi-
cients for HCFC-22. The agreement is good as the average error is
4 percent and the maximum error is 7 percent.

Comparison With Correlations
The average and sectional heat transfer coefficients were com-

pared to several leading correlations for in-tube condensation.
Comparisons were drawn for both HCFC-22 as well as the mix-
tures, although the original correlations were developed for only
single component refrigerants such as HCFC-22. For the mixtures,
the Silver-Bell-Ghaly method@2# was used for the mass transfer
correction.

Comparisons for HCFC-22. Figure 9 shows the deviation
from the experimental data for average and sectional two-phase
heat transfer coefficients that was predicted using the Shah@25#
correlation with the experimental data. The Shah correlation is
described as

Nu50.023 ReL
0.8Prl

0.4F ~12x!0.81
3.8x0.76~12x!0.04

pr
0.38 G (7)

The percentage deviations were calculated as follows:

Fig. 7 Average heat transfer coefficients at a condensing tem-
perature of 60°C at different mass fractions of HCFC-22 ÕHCFC-
142b

Fig. 8 Comparison of average heat transfer coefficients „mea-
sured from LMTD method … with average of heat transfer coeffi-
cients for HCFC-22

Fig. 9 Deviations for „a… average and „b… sectional HCFC-22
heat transfer coefficients between measurements and the Shah
†25‡ correlation
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Deviation5100
hpred2hexp

hexp
(8)

and the average deviation was

Average deviation5
(abs~deviations!

number of measurements
(9)

Figure 9~a!shows that a good agreement exists between the
measurements and the correlation of Shah. The average deviation
is 5 percent and the maximum deviation is 11 percent. At the
lower mass fluxes, the average heat transfer coefficients are over
predicted by the Shah correlation. When the flow regime is pre-
dominantly annular, at the higher mass fluxes, the agreement be-
tween measurements and the Shah correlation improves.

In Fig. 9~b! the deviations between the sectional heat transfer
coefficients and the Shah@25# correlation are shown. In general,
the deviations increase as the mass flux increase, up to a mass flux
of 500 kg/2s. In addition, the heat transfer coefficients show an
autocorrelation with quality at these mass fluxes. At higher mass
fluxes the deviations are very small. The Shah correlation, over
predicts for qualities less than 55 percent and under predicts for
the larger qualities. The largest deviations occur at refrigerant
qualities less than 70 percent. At higher qualities, the deviations
are less than 10 percent. It can therefore be concluded that for a
predominantly annular flow regime, the Shah correlation predicts
the heat transfer coefficients very well. As the flow regime
changes to more wavy in nature, the predictions are less accurate.

In Fig. 10~a!the average measured heat transfer coefficients are
compared to predictions by Cavallini and Zecchin@26# for their
annular flow method, given by

Nu50.05 Reeq
0.8Prl

0.33 (10)

The average deviation from the measurements is 10 percent, and
the maximum error is 18 percent. In general, all the values are
overpredicted, especially at mass fluxes from 300 to 500 kg/m2s.

The sectional deviations from the Cavallini and Zecchin@26#
correlation are shown in Fig. 10~b!. The same tendencies exist as
with the Shah correlation, except that the errors are generally
larger and the predictions of the heat transfer coefficients are usu-
ally higher. In addition, as with the Shah correlation, the predic-
tions are very good at high refrigerant qualities where the flow
regime is predominantly annular. Similar comparisons were drawn
by Eckels and Unruh@24#, except that larger deviations were
found at high refrigeration qualities.

The Dobson and Chato@1# equation for annular flow is

Nu50.023 Rel
0.8Prl

0.4F11
2.22

Xtt
0.89G (11)

and for stratified-wavy flow it is

Nu5
0.23 Revo

0.12

111.11Xtt
0.58FGa Prl

Jal
G0.25

10.0195S 12
u l

p DRel
0.8Prl

0.4S 1.3761
c1

Xtt
c2D 0.5

(12)

where for 0,Fr1<0.7,

c154.17215.38 Frl21.564 Frl
2

c251.77320.169 Frl

For Fr1.0.7,

c157.242

c251.655

The angle subtended from the top of the tube to the stratified
liquid in stratified-weavy flow,u l , is determined from the follow-
ing simplified equation of Jaster and Kosky@27#, using the Zivi
@28# void fraction equation fora:

u l5pS 12
arccos~2a21

p D (13)

Due to the 1.376 inside the radical of Eq.~12!, the correlation
above matches the Dittus-Boelter single-phase correlation when
x50.

The comparison of average measurements with predictions
made by the correlation of Dobson and Chato@1# is shown in Fig.
11~a!. The average deviation is 5 percent, and the maximum de-
viation is 8 percent. In general the correlation of Dobson and
Chato predicted the average heat transfer coefficients better than
the correlations of Shah@25# and Cavallini and Zecchin@26#.

Figure 11~b!shows that the Dobson and Chato@1# correlation
predicts the heat transfer coefficients better than the Shah@25#
correlation and the Cavallini and Zecchin@26# correlation. All the
deviations are within620 percent. Approximately the same num-
ber of coefficients is overpredicted as underpredicted. In addition,
the deviations are not influenced by quality or mass flux. Hence,
the method seems to rightly capture the effect of flow pattern
transition.

Fig. 10 Deviations for „a… average and „b… sectional HCFC-22
heat transfer coefficients between measurements and the Cav-
allini and Zecchin †26‡ correlation
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Comparisons for HCFC-22ÕHCFC-142b Mixtures. Only
the results at a mass fraction of 70 percent/30 percent are shown
in Figs. 12 to 14 as it is representative of all the mixtures con-
sidered. The Silver-Bell-Ghaly correction method@2# used is as
follows:

1

heff
5

1

h
1

Zg

hg
(14)

The condensation heat transfer coefficienth was obtained from
the relevant correlations in Equations~7!, ~10!, ~11!, or ~12!and
hg is the vapor heat transfer coefficient calculated from the Dittus-
Boelter turbulent flow correlation using the vapor fraction of the
flow in calculating the vapor Reynolds number. The parameterZg
is the ratio of the sensible cooling of the vapor to the total cooling
rate, which can be written as

Zg5xcpg

dTdew

dh
(15)

dTdew/dh is the slope of the dew point temperature curve with
respect to the enthalpy of the mixture as it condenses as obtained
from REFPROP@19#.

From the average heat transfer coefficients considered in Figs.
12~a!, 13~a!, and 14~a!, it can be observed that the tendencies are
the same as those of pure HCFC-22. The only difference is that
the errors for the mixture between measurements and predictions
increased by approximately 5 percent from those for pure HCFC-
22. Most of the predictions are higher than the measurements. In
addition, the correlation of Dobson and Chato@1# gave the best
results, followed by the correlation of Shah@25# and then the
correlation of Cavallini and Zecchin@26#.

The same conclusion can also be drawn for the sectional heat
transfer coefficients~Figs. 12~b!, 13~b!, and 14~b!!. There is thus a
good agreement between the tendencies of pure HCFC-22~Figs.
9~a!, 10~a!, and 12~a!!and the mixtures of HCFC-22/HCFC-142b
~Figs. 12~b!, 13~b!, and 14~b!!. Where all the deviations for pure
HCFC-22 were in a220 percent to160 percent band, the devia-
tion band just shifted by140 percent for the Shah@25# correlation
~Fig. 12~b!! and by 160 percent for the Cavallini and Zecchin
@26# correlation~Fig. 13~b!!. The deviations from the Dobson and
Chato correlation in Fig. 14~b! show that all the deviations are
scattered within230 percent to120 percent. For pure HCFC-22
these were within620 percent.

Fig. 11 Deviations for „a… average and „b… sectional HCFC-22
heat transfer coefficients between measurements and the Dob-
son and Chato †1‡ correlation

Fig. 12 Deviations for „a… average and „b… sectional HCFC-22 Õ
HCFC-142b „70 percentÕ30 percent by wt. … heat transfer co-
efficients and the Shah †25‡ correlation with Silver-Bell-Ghaly
correction †2‡
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It can therefore be concluded that correlations developed for
pure refrigerants can also be used for the zeotropic refrigerant
mixtures considered in this study taking into account the mass
transfer effect with the Silver-Bell-Ghaly method. As with HCFC-
22, the average heat transfer coefficients of the HCFC-22/HCFC-
142b mixtures can be predicted better than the sectional heat
transfer coefficients as function of quality. In addition, the devia-
tions between measurements and predictions for HCFC-22 are
smaller than those for the zeotropic refrigerant mixtures consid-
ered, as can be expected since the Silver-Bell-Ghaly method ig-
nores the effect of interfacial roughness on the value ofhg .

Conclusion
This paper presents two-phase heat transfer coefficients for con-

densation of HCFC-22 and five mixtures of HCFC-22/HCFC-
142b from 90 percent/10 percent to 50 percent/50 percent. Heat
transfer coefficients were determined in an 8.11 mm inner diam-
eter, horizontal smooth tube.

Heat transfer coefficients for HCFC-22 and the different mass
fractions of HCFC-22/HCFC-142b as functions of quality were

measured over a mass flux range of 40 kg/m2s to 800 kg/m2s. At
each mass flux, heat transfer coefficients were determined over the
full range of qualities. It was found in general that the heat trans-
fer coefficients decreased as the mass fraction of HCFC-142b was
increased. At low mass fluxes, between 40 kg/m2s and 350
kg/m2s, the flow regime was observed to be predominately wavy.
In this regime the average heat transfer coefficient decreased by
up to a third from pure HCFC-22 to 50 percent/50 percent HCFC-
22/HCFC-142b. At high mass fluxes, of 350 kg/m2s and more, the
flow regime was predominately annular and the heat transfer co-
efficients decreased only by approximately 7 percent when the
HCFC-142b mass fraction was increased to 50 percent.

Three correlations were compared to the heat transfer coeffi-
cients measured. It was found that the average heat transfer coef-
ficients could be predicted better than the heat transfer coefficients
as a function of quality. For all heat transfer coefficients, it was
found that the Dobson and Chato@1# correlation gave the best
agreement between measurements and predictions. This correla-
tion was followed by the Shah@25# correlation and then by the
Cavallini and Zecchin@26# correlation.

It has also been demonstrated that the Silver-Bell-Ghaly@2#
correction method works well over a broad range of mass veloci-

Fig. 13 Deviations for „a… average and „b… sectional HCFC-22 Õ
HCFC-142b „70 percentÕ30 percent by wt. … heat transfer coeffi-
cients and the Cavallini and Zecchin †26‡ correlation with
Silver-Bell-Ghaly correction †2‡

Fig. 14 Deviations for „a… average and „b… sectional HCFC-22 Õ
HCFC-142b „70 percentÕ30 percent by wt. … heat transfer coeffi-
cients and the Dobson and Chato †1‡ correlation with Silver-
Bell-Ghaly correction †2‡
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ties from 200 kg/m2
•s to 700 kg/m2

•s, which covers the annular
and stratified wavy flow regimes based on sight glass observa-
tions.

Nomenclature

Frl 5 liquid Froude number,G2/r l
2gD

G 5 mass flux
Ga 5 Galileo number,gr1(r l2rg)D3/m l

2

Jal 5 liquid Jacob number,cpl(Tsat2Ts)/hf g
pr 5 reduced pressure
Prl 5 liquid Prandtl number,cplm l /kl

Reeq 5 equivalent Reynolds number, Rev(mv /ml)(rl /rv)
0.5

1GD(12x)/m l
ReL 5 Reynolds number assuming all mass flowing as liq-

uid, GD/m l
Rel 5 superficial liquid Reynolds number,GD(12x)/m l
Rev 5 superficial vapor Reynolds number,GDx/mv

Revo 5 vapor only Reynolds number,GD/mg
Tf 5 bubble point temperature
Tg 5 dew point temperature
U 5 overall heat transfer coefficient

Xtt 5 Lockhart Martinelli parameter,
(rg /r l)

0.5(m l /mg)0.1((12x)/x)0.9

a 5 void fraction
u1 5 angle subtended from the top of the tube to the liquid

level

Subscripts

c 5 critical
exp 5 experimental

i 5 inner or in-tube
LMTD 5 logarithmic mean temperature difference

o 5 outer or annulus side
out 5 outlet of test section

pred 5 predicted
r 5 refrigerant
s 5 surface

sat 5 saturation
w 5 water
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Ice Block Melting Into a Binary
Solution: Coupling of the
Interfacial Equilibrium and the
Flow Structures
Melting of a vertical ice block in a cavity filled with an aqueous solution is studied
experimentally. Local interfacial temperatures and front velocities are measured allowing
for a quantitative study of the coupling of the fluid motion, thermal equilibrium and the
local heat transfers at the melting front. It is found that the front equilibrium shift is
correlated to the classical parameter of the phase change process, that is the Stefan
number, while the local heat transfer at the interface is correlated to the parameters
characterizing thermosolutal natural convection. Quantitative results about the time evo-
lution of the double-diffusive multi-layers structure in the fluid phase are obtained. The
formation of the first thermosolutal layer is analyzed with the help of numerical simula-
tions. It is found that the mechanism responsible for the onset of this layer is due to a well
known double-diffusive instability.@DOI: 10.1115/1.1513572#

Keywords: Double Diffusion, Experimental, Heat Transfer, Melting, Natural Convection

1 Introduction
Thermosolutal natural convection plays an important role in

controlling the kinetics of solid-liquid phase-change in mixtures
@1–2#. Indeed the velocity and the local equilibrium of the solid-
liquid interface are strongly coupled to the interface heat and mass
transfer due to thermosolutal convection, through the interface
balance equations. In solidification processes, the time evolution
of this coupling is a main issue which governs the front velocity
and the macro and micro segregation effects and then the homo-
geneity of the solid@3–8#.

A large number of experimental or numerical studies has been
devoted to double-diffusive convection associated with melting or
solidification. In the case of solidification, the existence of a
mushy zone at the solid/liquid interface is a specific problem that
will not be considered here. In the context of melting, a series of
fundamental experimental and theoretical studies is concerned
with the buoyancy-induced flows driven by combined thermal and
solute transport near a vertical melting ice surface in saline water
@9–12#. For melting in cavity@13–21#, an analytical and experi-
mental study has been performed@13# focused upon the different
modes of double-diffusive convection arising from a horizontal
melting interface. In that configuration, a quantitative model and
scaling analyses of melting or dissolving driven by compositional
convection has been developed@14–16#. When the phase change
interface is vertical, multicellular flow structures arise in the cav-
ity, that strongly affect the melting rate@17–21#. In this configu-
ration, the experimental studies are mainly qualitative. No quan-
titative measurements are available concerning the transport
processes at the interface, except in@20# where the average heat
transfer along the melting front is evaluated.

In the previous works, the coupling of double diffusive convec-
tion and the local interface equilibrium shift has not been ana-
lyzed. Neither has the time evolution of the flow structure been
investigated.

In the configuration under study a block of pure ice is melted

into an aqueous solution of sodium carbonate~Fig. 1!. The initial
state is out of equilibrium: the vertical block of pure ice is in
thermal equilibrium with the aqueous solution~just a few hun-
dredth of a degree below zero Celsius!, but mass transfer is im-
peded by a thin metal sheet located at the interface. At the begin-
ning of the experiment, the metal sheet is removed and the
temperature of the opposite wall is raised. A thermal cell is very
quickly generated in the solution which produces a downward
thermal buoyancy force in the neighborhood of the front. Heat is
transferred to the interface, which starts melting~Fig. 1~b!!. An
upward solutal buoyancy force, due to the melt of pure ice, is
created along the front. The thermal and solutal forces are oppos-
ing ~negative buoyancy numberN! giving birth to an important
shear close to the front. The upward solutal force being stronger
than the thermal downward force (8<uNu<172 in our experi-
ments!, it removes part of the liquid from the thermal cell, and
fills up an upper zone on top of the thermal cell, with a weak
concentration mixture~Fig. 1~c!!. For this reason, the thermal cell
height would decrease regularly while a quiet upper zone would
grow, until destabilization of this zone. In all our experiments,
destabilization takes place at the bottom of the upper stagnant
zone where a first vortex appears, closely followed by several
others, at the same horizontal level; those vortices will finally
merge to create a wide rotating cell~Fig. 1~d!and~e!!. Depending
on the parameters, this destabilization sequence would happen
several times, beginning always at the bottom of the quiet zone on
top of the cells.

The purpose of this study is to understand the phenomena rul-
ing these flow structures and their time behavior. Three phenom-
ena play a leading role: shift of the local temperature and concen-
tration equilibrium at the front~Part 3!; growth of the upper
mixing zone ~Part 4!; destabilization of the upper mixing zone
~Part 5!. Preliminary results about the front average heat exchange
and velocity have been obtained in a previous work@20#, based on
a first set of experiments with the same aqueous solution and a
similar geometrical configuration. The interpretation of the experi-
mental results in@20# relies on the boundary layer analysis for
thermosolutal natural convection along a fixed vertical plate per-
formed by A. Bejan@22#, whereknowntemperature and concen-
tration are imposed on thefixed vertical wall. In the absence of
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measurements of the interface temperatures, it was admitted in
@20# that the equilibrium temperature and concentration at the
phase-change interface were such thatTL'0°C andCL'0, an
hypothesis that corresponds to the limit of high velocity melting.
Thus in the liquid, the thickness of the strongly varying tempera-
ture, concentration and velocity layers close to the melting inter-
face were supposed scale by the dimensionless parameters given
by the fixed wall boundary layer analysis, for dominant solutal
force. Moreover, the specific problem set by the negative buoy-
ancy ratio N, which creates a local zone of very strong shear
stress, was not considered in@20#.

In the present paper, accurate local temperature measurements
at the melting front allow to estimate the local shift of the front
equilibrium (TLÞ0, CLÞ0), at different heights of the convective
cell and in the top stagnant mixing zone. It is shown in Part 3, that
this local shift of the front equilibrium can be related to the di-
mensionless local heat and mass exchanges. The latter are shown
to be proportional and to both depend on the solutal Rayleigh
number RaS, confirming the partial result already found for the
average Nusselt in@20#, and putting forward a dimensionless char-
acteristic melting timetm . The study of the growth of the upper
zone ~Part 4!shows that, in the range of parameters scanned in
our experiments, the flow structure and the kinetics of a melting
process governed by double diffusive convection are globally con-
trolled by two groups of dimensionless parameters: the melting
time tm and the filling timetC . At a given dimensionless timetm ,
the relative melted volumes are about the same for all experiments
but the advancement of the upper zone filling process is not the
same becausetC is not the same~Fig. 2!. Finally, in Part 5, we
show that the destabilization of the upper mixing zone is due to a
known double diffusive instability@23#, with no observable role of
the shear stress imposed by the thermal cell to the lower part of
the mixing zone. The localization of the destabilizing vortices at

the bottom of the upper zone is explained by the weakness of the
local concentration gradient, the dimensionless expression of
which is analyzed in relation with the results of@23#. The double
time scaling established in Part 4 and the role ofN on the stability

Fig. 1 Development of the structure of the fluid phase: „a… initial state; „b… build up of the thermal cell and development of
an ascending solutal layer along the ice front; „c… growth of the upper low velocity and low concentration zone filled up by
the ascending flow along the ice front. The thermal cell remains at the initial concentration and its temperature field is
vertically stratified; „d… destabilization of the bottom part of the upper zone through a succession of corotating vortices; „e…
the growing vortices merge into a wide horizontal rotating layer; and „f… the same destabilization process is reproduced
several times.

Fig. 2 Position and shape of the ice front are shown for two
experiments at a same melting characteristic time, t mÄ0.63.
The measured relative melted volumes are the same in both
cases. These photographs show the weak velocity upper zone
and the high velocity thermal cell „exposure time É20 s…. The
relative volumes of the upper zone are very different in both
cases because the filling characteristic times t C are very differ-
ent. Destabilization takes place at the cold side „case „a…… or at
the hot side „case „b…….
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of the mixing zone~Part 5!are the clues for understanding the
different flow structures that can be observed according to the
parameter values.

2 Presentation of the Experiments

2.1 Experimental Setup. The experimental setup is similar
to the device presented in@20#. Nevertheless, important improve-
ments have been made to closely control initial and boundary
conditions and to avoid disturbances during destabilization of the
upper zone. Moreover, the flow visualizations technique has been
improved to allow for an accurate observation of the melting front
position and of the destabilization process.

The new experimental cell~Fig. 3! consists of a rectangular
cavity ~height H50.20 m, widthL50.10 m, depthP50.20 m)
designed to generate a two-dimensional flow. The two facing ver-
tical walls are copper heat exchangers differentially heated at con-
stant and uniform temperatures controlled by two independent
thermal loops where a water-glycol mixture is circulated. Tem-
perature measurements are performed using NiCr-NiAl thermo-
couples embedded at the inlets and outlets of each exchanger and
at six locations in the exchanger walls. In all experiments, the wall
temperatures of each exchanger are uniform to within 0.2 C. The
vertical front and back walls as well as the horizontal bottom wall
are made of 1 cm thick transparent glass sheets for flow observa-
tion. Due to volume variations, a free surface condition must be
allowed at the insulated top of the cell. In order to reduce the heat
losses through the passive walls and to approach adiabatic condi-
tions on those walls, the cell is inside a temperature-controlled
enclosure maintained at about 0°C.

According to previous works concerning the study of high
Lewis number double diffusive convection and phase change in
binary mixtures, a hypoeutectic aqueous solution of sodium car-
bonate (Na2CO3-H2O) is used in our experiments. This liquid
mixture is easy to handle and the dependence of its thermophysi-
cal parameters upon temperature and concentration is well known
~@20#!. The eutectic temperature,TE , is 22.1°C and the eutectic
concentration,CE , is 5.93 wt percent@24#. The liquidus curve of
the equilibrium phase diagram is well approximated by a linear
relationship with a slope of20.357°C/wt percent and the segre-
gation coefficient is equal to zero (Cs , the concentration in the
solid phase is zero!. The pure ice block is carefully prepared from
degasified distilled water.

Visualizations are performed by laser tomography with a thin
vertical light sheet located at about 0.06 m from the front wall of
the enclosure and perpendicular to the active walls. The flow
structure is visualized either by fluorescein streaks that originate

from fluorescein spots in the ice when reached by the melting
front or by polycrystalline particles~diameter'30 mm, density
'1 kg/m3! added to the solution. For all the experiments, the
development of the flow structure in the liquid phase is carefully
observed as well as the time evolution of the front position, al-
lowing for the determination of the average and local melting rate.
Ice temperature measurements are performed with thin NiCr-NiAl
thermocouples~accuracy60.1°C! that have been embedded in
several spots in the ice block during its preparation. Those mea-
surements, coupled with local accurate observations of the mov-
ing interface~accuracy60.2 mm!, allow for the determination of
instantaneous values of the local interface temperature.

The experimental procedure, illustrated in Fig. 1, has already
been described in the introduction. Three stages are observed dur-
ing the time evolution of the melting process. First, a short tran-
sient regime allows for the thermal cell and the boundary layers to
build up. Then, a quasi-permanent regime is characterized by a
constant average front velocity@20#. A final stage starts when the
average front velocity weakens, fusion slowly decaying to the
advantage of dissolution. The present analysis is mainly con-
cerned with the quasi-permanent regime, presented in Parts 3 and
4 for the corresponding lapse of time in each experiment.

2.2 Characteristic Dimensionless Parameters. In the liq-
uid bulk, the flow is assumed to be laminar, incompressible, two-
dimensional and the Boussinesq approximation is used. Thus, the
governing equations can be written in dimensionless form as:

¹•vW 50 (2.1)

]vW

]t
1~vW •¹!vW 5Pr ¹2vW 2¹ P1RaT Pr~u1Nf!kW (2.2)

]u

]t
1vW •¹u5Du (2.3)

]f

]t
1vW •¹f5Le21Df (2.4)

wheret5t* a/Hi
25Fo, vW 5vW * Hi /a, u5(T20°C)/DT, f5(C

2Ci)/DC.
DT5Ti20°C andDC5Ci20 wt percent are the chosen ref-

erence temperature and concentration differences in the liquid.
Thermosolutal convection is characterized by five dimension-

less parameters: the Prandtl number Pr, the Lewis number Le, the
thermal Rayleigh number RaT , the buoyancy ratioN ~or the so-
lutal Rayleigh number RaS5uNuLe RaT) and the aspect ratioA.

The dimensional energy and solute conservation equations at
the interface are:

2k
]T~ t* ,x* !

]x* U
int

52kS

]TS~ t* ,x* !

]x* U
int

1rL fV* ~ t* ! (2.5)

2D
]C~ t* ,x* !

]x* U
int

5CL~ t* !V* ~ t* !. (2.6)

In a first approximation, the heat flux in the solid phase may be
neglected as shown by our temperature measurements in the ice.
If we consider the quasi-permanent regime only, we may intro-
ducedT and dC , the characteristic thickness of the strong tem-
perature and concentration variation layers along the interface,
and write:

k
Ti2TL

dT
5rL fV* or

V*

a/dT
5Ste (2.7)

D
Ci2CL

dC
5CLV* or

V*

D/dC
5

Ci2CL

CL
. (2.8)

The Stefan number, Ste5Cp(Ti2TL)/L f , is the sixth dimension-
less parameter which characterizes this problem.

Fig. 3 Sketch of the experimental cell
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Combining Eqs.~2.7! and ~2.8!, to eliminate of the local front
velocity V* , we get:

dT

dC
5Le Ste

CL

Ci2CL
or

CL

Ci2CL
5Le21 Ste21

Sh

Nu
.

(2.9)

Finally, local thermodynamic equilibrium at the interface being
assumed, the interface temperature and concentration are related
by the linearized liquidus equation for Na2CO32H2O: TL5T0
20.357CL with T050°C.

2.3 Set of Experiments. For the temperature and concentra-
tion ranges scanned by our experiments, the Lewis and Prandtl
numbers of the Na2CO3 aqueous solution can be considered to be
constant: Le'190 and Pr'11. Moreover we may admit that the
diffusion coefficients do not significantly change with solute con-
centration and that their values for pure water can be used. All
fluid properties are evaluated at the mean temperature,Tm5(Ti
10°C)/2, and at the initial concentrationCi .

The variation range of the experimental control parameters are:
the initial height of the fluid cavity (5 cm<Hi<18 cm), the initial
ice thickness (1.5 cm<e<6 cm), the temperature of the hot wall
(6°C<Ti<22°C), the initial concentration of the solution
(2 wt percent<Ci<5.5 wt percent). The lower limit ofCi is im-
posed to prevent a density maximum in the liquid part@20#. The
corresponding ranges of the dimensionless parameters are 2<A
<4.8, 1.53107<RaT<2.33108, 2172<N<28 ~leading to 3
31010<RaS<2.631012) and 0.047<Ste'<0.275, where Ste'

5CpDT/L f . Each experiment is referenced with a code name
Ra-Nb-Ae, where a, b, and e are the value of the solutal
Rayleigh number, the buoyancy ratio and the aspect ratio,
respectively.

A first group of experiments corresponds to the sameN
5(bCCi)/(bTDT). They are also characterized by the sameDT
and the sameCi . Changing the Rayleigh numbers at a fixedN is
performed by modifyingHi only. As a consequence, a givenN
corresponds to a given Ste (Ste}DT). Thus, those experiments do
not allow to discriminate betweenN and Ste.

To separate theN and Ste influence, another set of experiments
has been performed: we scanned the largest possible range of the
Stefan number by changingDT, all the other characteristic param-
eters (N,RaT ,A) being fixed. To keepN5(bCCi)/(bTDT) con-
stant, we must changebCCi /bT proportionally to DT ~with
2 wt percent<Ci<5.5 wt percent). SincebC is roughly a constant
andbT nearly proportional toCi , the largest variations obtained
for Ste, with a fixedN, are of the order of 30 percent.

3 Local Equilibrium and Exchanges at the Moving
Front

3.1 Interface Equilibrium Shift. Fusion of a pure material
into a binary liquid mixture does not a priori impose known tem-
perature and concentration at the melting front. The latter are de-
termined by the local thermodynamic equilibrium resulting from
the heat and mass exchanges at the front. The slower is the fusion
process, the larger is the equilibrium shift from the high front
velocity limit caseTL50°C, CL50. More precisely~Eq. ~2.7!!
the lower the average Stefan number, the farther are the tempera-
ture and concentration from zero, and the closer to the dissolution
thermodynamic equilibriumCL5Ci .

Considering the liquidus curve, the local front temperature
measurements that have been performed provide experimental
values for the local front concentrationCL , that is, for the ratio
CL /(Ci2CL) at different levels of the melting front for the whole
set of characteristic parameters~Fig. 4!. As could be expected, the
smaller is the Stefan number, the closer toCi is CL and thus the
higher isCL /(Ci2CL). But Fig. 4 also shows that two zones are
to be considered: the lower zone where thermal convection is
active, melting is quicker andCL closer to zero, and the upper

zone where there is no convective cell, melting is slower, andCL
farther from zero. Moreover we notice that the increase in
CL /(Ci2CL) is roughly a linear function of 1/Ste, for each zone,
and that the linear relation is better verified for the convective
zone than for the upper zone. The experimental accuracy is suffi-
cient to establish that the approximate slope is higher for the up-
per mixing zone than for the convective zone. It should also be
underlined that, in the convective zone, measurement uncertain-
ties are too high to provide good estimates ofCL when it gets
close to zero, which happens when the Stefan number increases to
reach the order of magnitude of 0.25.

To get a deeper understanding of the linear correlation between
CL /(Ci2CL) and 1/Ste observed in the convective zone, let us
use the simple scaling law given by Eq.~2.9!. It shows that
CL /(Ci2CL) is indeed linear with Ste21 and does not depend on
other parameters if Sh/Nu does not depend on either Ste or RaS or
N ~Le is nearly constant in our experiments!. It also points out
that, if CL /(Ci2CL) is smaller in the convective zone than in the
mixing zone, Sh/Nu too must be smaller in the convective zone
than in the mixing zone. Thus the study of the Sh/Nu ratio allows
us to cross-check the experimental results forCL /(Ci2CL) given
in Fig. 4. Indeed, whileCL /(Ci2CL) is estimated through tem-
perature measurements, the Nusselt number is obtained experi-
mentally from front velocity measurements that provide an addi-
tional information on the system behavior.

As will be seen in paragraph 3.2, the experimental estimations
of Nuc , the Nusselt number in the convective zone, show that
Nuc}Ras

1/4. The experimental results forCL /(Ci2CL) and Nuc ,
together with Eq.~2.9!, entail that Sh}Ras

1/4, a result that is com-
mented upon in paragraph 3.3.

3.2 Nusselt Number and Front Velocity in the Convective
and Mixing Zones. In @20#, one of the main results is the inde-
pendence of the average Nusselt number at the melting front,
^Nu&Hi with respect to the Stefan number and its correlation
with Ras

1/4 during the quasi-steady regime:̂Nu&Hi5Hi /dT

50.2 Le21/2 Ras
1/4.

The local measurements performed in the present work allow to
go further and tell between the convective zone Nusselt number
NuC and the stagnant mixing zone Nusselt number NuST. This is
done by sorting out two groups of local measurements of the time
evolutions of the front positions during the quasi-steady regime:
the first one corresponding to measurements performed at the
level of the convective zone and the second one to measurements
performed at the level of the mixing zone, with no secondary
thermosolutal cell present. Figure 5 shows that independence from

Fig. 4 CL Õ„CiÀCL… as a function of 1 ÕSte. Local values of the
front concentration CL are obtained from local interface tem-
perature measurements, local thermodynamic equilibrium be-
ing assumed „Eq. „2.10……. zc is the corresponding height range
of the convective cell „valid for Fig. 5 and Fig. 6 ….
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Ste and correlation with Ras
1/4 are strictly checked by NuC . Intro-

ducing the Lewis number as in@20#, we can write:

NuC51/2.42 Le21/2 Ras
1/450.41 Le21/2 Ras

1/4. (3.1)

But, for the weaker and less precise NuST, no correlation can be
put forward.

As a consequence of Eqs.~2.7! and Eq.~3.1!, the average di-
mensionless front velocity for the convective zoneVC

5Hi VC* /a should be such that

VC5HiVC* /a5Ste NuC50.41 Ste Le21/2 RaS
1/4. (3.2)

This is shown to be true in Fig. 6. In spite of the absence of
observed correlation between NuST and RaS

1/4, a rough correlation
of the dimensionless front velocity in the mixing zoneVST

5HiVST* /a with Ste does exist, a result that can be explained by
the strong relationship betweenVST and Ste.

Let us underline that it may be useful to introduce an average
dimensionless velocityV of the melting front, defined as the ratio
to Hi of the total volume melted per unit time.V is a weighted
average ofVC andVST:

V5HiV* /a50.27 Ste Le21/2 RaS
1/4. (3.3)

A corresponding dimensionless melting timetm can then be
defined as:

tm5t* V* Hi /LiHi50.27 A Ste Le21/2 RaS
1/4 Fo5A V Fo,

(3.4)

whereV* Hi /LiHi is the relative increase of the melted volume
per unit time.

At the precision of this experimental correlation which neglects
the initial transient regime, Eq.~3.4! assesses that, at a given
dimensionless timetm , the relative melted volumes are the same
for all the experiments~Fig. 2!.

3.3 Comments on the Experimental Scalings of the Nusselt
and Sherwood Numbers. The fact that Nu and Sh are not
experimentally correlated to Ste, which characterizes the phase
change kinetics, shows that the front exchanges depend primarily
on the flow structures. This observation opens the possibility of
using a fixed wall dimensional analysis of the convective ex-
changes as a reference. Such an analysis, for thermosolutal con-
vection@22#, allows the introduction of classical laminar boundary
layer thicknessdFn , dFT , dFS at the three scales of the dynami-
cal, thermal and solutal boundary phenomena:

dFn@dFT@dFS since n@a@D. (3.5)

The reliability of the fixed wall reference is confirmed for
the heat exchange by checking that the heat diffusion
velocity vTHERM* 5a/dFT is larger than the front velocityV* :
4<vTHERM* /V* 5Ste21<20.

For the mass exchange, the relative orders of magnitude of the
solute diffusion velocityvSOL* and of the front velocity are less
convincing: in the convective zone,vSOL* /V* '0.5, and, in the
upper zone, 0.5<vSOL* /V* <2. Nevertheless, let us admit that
such orders of magnitude do not forbid the use of the fixed front
approximation.

We are still left with the fact that, in our experiments, the scal-
ing of Nu and Sh is by Ras

1/4, a result that Bejan obtains in his
fixed wall analysis by assuming that the solutal forces are domi-
nant at all scales or, in other terms, thatuNu@Le. But our experi-
ments all fit in the range Le1/3<uNu<Le which means that solutal
forces control the solutal scale only and that thermal forces con-
trol the thermal scale only@25#. In such a case, it is still easy to
show that, at the smallest scale that is at the solutal one, Sh, the
dimensionless wall solute exchange, is scaled by RaS

1/4 ~for a fixed
wall!. But no straightforward scaling parameter can be found for
the wall heat exchange nor for the liquid flow along the wall, that
is for the larger scales. Indeed at the solutal scale, close to the
wall, the strong solutal force disturbs both the velocity gradient
and the temperature gradient and prevent the theoretical boundary
layersdFv anddFT of the reference analysis from building up. The
fact that N,0 still strengthens the perturbation. Indeed, at the
level of the thermal cell, we observe, in all our experiments, a
very strong shear between the downward thermal flow and the
upward solutal flow close to the front. This suggests to choose, as
the only meaningful scale related to the dynamic behavior of the
boundary region, the thicknessd I(d I@dFS) of the upward flow;
for distances to the front of the order ofd I , the solutal forces,
scaled by RaS , are balanced by the thermal forces, scaled by RaT .
Thus the scaling ofd I becomes a main issue to understand the
scaling of the exchanges taking place at a larger scale than the
solutal one. The thicknessd I is directly connected to the upward
flow dWF(t* )/dt* along the wall:

dWF~ t* !/dt* }d IvI , (3.6)

Fig. 5 Le À1Õ2Ras
1Õ4ÕNu as a function of Ste, where Nu is the local

Nusselt number obtained from local front velocity measure-
ments in the upper stagnant zone or in the convective zone.
This figure shows the correlation between the local Nusselt
number in the convective zone with Ra s

1Õ4 and its independence
from Ste.

Fig. 6 Dimensionless front velocity in the upper stagnant
zone, VS , and in the convective zone, VC , as a function of Ste
LeÀ1Õ2RaS

1Õ4 . For the convective zone, a straight line of slope
0.41Á0.01 is obtained by linear regression „correlation coeffi-
cient JÄ0.99…. For the upper zone, the straight line obtained by
linear regression leads to a slope of 0.09 Á0.01 „correlation co-
efficient JÄ0.6….
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wherevI is the average fluid velocity in the layer of thicknessd I .
The scaling ofdWF(t* )/dt* , the flux extracted from the thermal
cell ~defined per unit length of depth in the third dimension!, on
the basis of our experiments is obviously of great interest since it
gives an insight on the scaling ofd IvI . This is what is done in the
next section with the analysis of the upper zone filling process.

4 Growth of the Upper Mixing Zone
Due to the lighter liquid released by the melting solid and to the

resulting buoyancy effect, the upper zone~Figs. 1 and 2!is filled
by a quick and narrow upward flow along the melting front
formed from the bottom of the enclosure and going up to its top.
No additional fluid escapes from the thermal cell to the upper
zone, at their interface or along the hot wall. Indeed, a mixture of
the binary solution and of a weak mass fraction of fluorescein
(;0.531025) can be injected at thermal equilibrium, through a
needle, into the hot wall boundary layer of the thermal cell. Ob-
servation by laser tomography shows that no colored streak rises
along the hot wall from the thermal cell into the upper zone, or at
their interface. Another feature of the filling process of the upper
zone is that all the melt goes to the upper zone. Indeed by adding
small fluorescein spots in the ice, at several vertical levels and, in
particular, close to the bottom of the experiment, we could ob-
serve that no fluorescein enters the thermal cell. Finally, a last
aspect of the growth of the upper zone is that its volumeWup(t* )
at a given timet* is much larger than the melted volumeWL(t* )
at the same time@20#. Indeed, at the level of the thermal cell, most
of the liquid that is carried up to the mixing zone along the ice
front is pulled out of the cell.

4.1 Simplified Scaling Analysis. The previous observa-
tions suggest to considerWup(t* ), the volume of the upper zone
observed by laser tomography~Fig. 2!, as the result of two con-
tributions: an unknown volumeW(t* ) due to the shear stress
extraction from the thermal cell, to be compared to the fixed wall
approximationWF(t* ), and the melted volumeWm(t* ), which is
measured through the front position observation:Wup(t* )
5W(t* )1Wm(t* ).

Since we are not interested in the initial transition regime and
we consider only the lapse of time while the convective move-
ment in the lower cell can be considered permanent, the compari-
son betweenW(t* ) and WF(t* ) is for dWF(t* )/dt* , d I and vI
constant~Eq. ~3.6!!. The fixed wall analysis of the foregoing para-
graph allows to scalevI as D RaS

1/2/Hi . ThusdWF(t* )/dt* , the
flux extracted from the thermal cell in the fixed wall approxima-
tion, can be written as:

dWF~ t* !/dt* 5gd ID Ras
1/2/Hi , (4.1)

whereg is an unknown constant dimensionless coefficient. If in-
deedW(t* )>WF(t* ), dW(t* )/dt* will be time independent for
every experiment. This is a first property suggested by our simple
scaling approach that we will investigate experimentally.

But Eq. ~4.1! opens another question: can this linear growth of
the reduced upper zone volumeW(t* ) be expressed in dimension-
less terms as a function of the characteristic parameters of the
experiment only? Indeed Eq.~4.1! is dimensional~m2s21!, and, to
put it into a dimensionless form, we must choose a dimensionless
volume per unit depth and a dimensionless time. If we introduce
as a dimensionless expression forW, z5W/HiLi , in the same
way as we did for the melted volume~Eq. ~3.4!!, Eq. 4.1 becomes

dz~ t* !/dt* 5g~D/Hi
2!RaS

1/2A d I /Hi . (4.2)

Equation~4.2! suggests to set

t5t* ~D/Hi
2!RaS

1/2A d I /Hi5Fo Le21 RaS
1/2A d I /Hi ,

(4.3)

as a dimensionless time, so that

dz~ t !/dt5g. (4.4)

For t to be a unique dimensionless time describing the behavior
of all our experiments,d I /Hi must depend on the dimensionless
parameters of the experiments only. This will be examined here,
on the basis of our experimental results. The problems at stake are
whether, within our experimental precision, the linearity of Eq.
~4.1! is confirmed by our experiments during the quasi-permanent
regime and whether Eq.~4.2! can be written in a general dimen-
sionless form~Eq. ~4.4!!.

4.2 Influence of the Aspect Ratio. Before analyzing the
influence of RaS and N, let us first check whetherA, the aspect
ratio of the liquid part of the experiment, plays a role in the
growth of thevolumeof the upper mixing zone. If, for given RaS
andN, W does not depend on the aspect ratio, then the dimension-
less volumez5W/LiHi will depend onA. Thus, according to Eq.
~4.1!, d I /Hi should not depend onA but, according to Eqs.~4.3!
and~4.4!, any dimensionless timet characterizing the growth ofz
should be proportional toA. This is what is confirmed by Figs. 4.1
and 4.2, where the time evolutions ofz, for four experiments with
approximately the same solutal Rayleigh number (RaS'7.5
31010) and the same buoyancy number (N5223), differing by
their aspect ratio only (2<A<3.1), are compared. Time is dimen-
sional for Fig. 7 and a dimensionless time proportional toA is
used in Fig. 8. Those figures show that, if the dimensionless time

Fig. 7 Time evolution of the dimensionless experimental
height of the upper zone: NÄÀ23, RaSÉ7.5Ã1010, 2ÏAÏ3.1.
For D and for s, a secondary cell „sc… appears around t *
Ä2100 s and t *Ä2164 s respectively. For h and � no time is
reached that corresponds to a secondary cell.

Fig. 8 Dimensionless time evolution of the dimensionless ex-
perimental height of the upper zone: NÄÀ23, RaSÉ7.5Ã1010,
2ÏAÏ3.1.
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is scaled byA, the kinetics of the four experiments, which are
different in Fig. 7, become very similar in Fig. 8.

Let us notice that, to be able to writet as

tC5A Le21/2 Pr11/2 RaS
11/4 Fo, (4.5)

the dimensionless time which is used in Fig. 8, we must express
d I /Hi as

d I /Hi}RaS
21/4 Pr11/2 Le11/2. (4.6)

In this expression,d I /Hi is scaled by RaS
21/4, an hypothe-

sis that plays no role in the comparison performed here for con-
stant RaS andN, but that will become the major issue in the next
paragraph.

4.3 Role ofN and RaS. Let us first plotz(t* ) ~Fig. 9! and
z(t) ~Fig. 10! for a wide range of parameters: 76<N<28, 3
31010<RaS<331012, 1.53107<RaT<2.33108.

The dimensionless time used in Fig. 10 istC , defined by Eq.
~4.5!. The comparison between Figs. 9 and 10 shows that this
dimensionless formulation brings the curves together. But it can
be noticed too that all the curves with high RaS (RaS>1012) and
high RaT (RaT'23108) tend to gather around a straight line
~thin dashed line!of larger slopeg'0.03960.001~correlation co-
efficient J50.98), while the lower RaT (RaT'107) experiments

correspond to smaller slopes~large dashed line!. The main differ-
ence between those two categories of experiments is the formation
kinetics of the secondary cells in the upper zone, the effect of
which our simple correlation~Eq. ~4.6!! cannot account for. For
the large RaS and RaT experiments, secondary cells in the upper
zone begin to be visible at times ranging fromt1* '1500 s tot2*
'2500 s, depending on the experiment. They correspond totC1
'5.6 and tC2'9.4, which belong to the time interval used to
analyze the growth of the upper zone, in Fig. 10. For the lower
RaS and RaT experiments, the secondary cells come later and are
less active, so that their influence is negligible untiltC'15. As a
consequence, a linear growth of weaker slope is observed for
those experiments. FortC<15, a straight line of slopeg1
50.02560.003 is obtained by linear regression with a good pre-
cision ~correlation coefficientJ50.91). For further time instants,
the slope tends to weaken slightly, probably due to the reduction
of the thermal cell height analyzed in part 3. On the contrary, the
strong activity of the secondary cells in the large RaS and RaT
experiments compensate for this phenomenon and maintains the
higher slope.

Finaly, let us underline that more sophisticated hypotheses, in-
troducing Nx RaS

y in the expression ofd I /Hi , have also been
checked. Their comparison with the basic dimensionless formula-
tion of Eq. ~4.6! demonstrates that, within the precision of both
our experiments and the linear quadratic regression, the optimiza-
tion of two exponents—a smallx and a largery—instead of one
exponenty only with x fixed to zero, is meaningless. Thus, the
only significant scaling ofd I /Hi that can be proposed is by RaS

1/4.
As a conclusion, for the entire range of parameters andtC

<15, we propose a general correlation for the growth of the upper
zone volume~solid line on Fig. 10!:

dz/dt5g50.0360.004, with a correlation coefficientJ50.90.

5 Destabilization of the Upper Zone
A fluid with a stabilizing vertical solute gradient can be desta-

bilized by lateral heating. The case of a step side wall heating was
the first to be investigated in@26# and is still a subject of interest
@27–29#. Another important case, which is close to our experi-
mental situation, corresponds to a zero horizontal density gradient
across the fluid and a slow side heating rate, that builds up a
uniform horizontal temperature gradient. To study this configura-
tion, linear and/or weakly nonlinear stability analyses of the onset
of diffusive instabilities in a narrow slot have been performed, for
the full range of thermal and solutal Rayleigh numbers@30–32#.
They show that, when the salinity gradient is increased from very
weak values to moderate values, the stationary shear-induced in-
stability is replaced by a stationary double-diffusive cellular con-
vection, after going through a transitional regime of oscillatory
shear instabilities. In@32#, four limit cases are analyzed:~1! the
very weak salinity gradient regime mentioned above;~2! a very
large temperature difference regime where the onset of instabili-
ties is essentially independent of the temperature difference;~3! a
regime with moderate gradients where the vertical wavelength of
instabilities tends to infinity; and~4! the strong salinity gradient
regime. The latest region has first been investigated by Thorpe
et al. @23# and later revised by Hart@33# who considered more
realistic boundary conditions and mean fields than Thorpe et al.
The neutral curve given in@33# agrees exactly with the solution
obtained by Thorpe et al. meaning that, in the strong salinity gra-
dient regime, the boundaries and the mean flow do not play an
important role in the destabilization process.

The present work is focused on the onset of the first vortices
responsible for the formation of the first thermosolutal cell at the
bottom of the upper stagnant zone. The development of the vorti-
ces takes place far enough from the free surface of the experimen-
tal cell to consider that the surface tension has no influence on the
destabilization process. The upper zone concentration and tem-
perature gradients that will trigger this destabilization process

Fig. 9 Time evolution of the dimensionless experimental
height of the upper zone: 1.5 Ã107ÏRaTÏ2.3Ã108, À172ÏN
ÏÀ8„3Ã1010ÏRaSÏ3Ã1012

….

Fig. 10 Dimensionless time evolution of the dimensionless
experimental height of the upper zone: 1.5 Ã107ÏRaTÏ2.3
Ã108, À172ÏNÏÀ8„3Ã1010ÏRaSÏ3Ã1012

….
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gradually build up with the filling process. This zone is character-
ized by a strong vertical salinity gradient, as will be shown by the
numerical simulations presented in the next paragraphs. Those
features attempt to produce the asymptotic theoretical conditions
considered in Thorpe’s analysis.

Our experiments provide accurate measurements of the height
of the stagnant zone at the onset of the destabilization thanks to
meticulous observations of the time evolution of the flow. The
results are investigated with the help of numerical simulations.
The simplified model and the numerical method used are de-
scribed in detail in@20,34#. Let us briefly recall that the model
consists in a fixed rectangular cavity which is differentially heated
and filled with a binary fluid initially at rest. A uniform zero
concentration applied at the cold wall approximates the experi-
mental ice wall. The opposing vertical hot wall is impermeable.
The horizontal walls are adiabatic and impermeable. The set of
coupled equations and boundary conditions is solved using a clas-
sical finite volume technique. A centered scheme is used for spa-
tial discretization and time integration is based on a first order
implicit scheme. The purpose of the simulations being to compute
the height of the upper zone and the concentration and tempera-
ture distributions in the region of destabilization, the requirements
in term of space and time resolution are important. The two-
dimensional computational grid used is sinusoidal in the horizon-
tal direction and regular in the vertical one, with a mesh size
ranging from 933281 to 2913501 and dimensionless time steps
ranging from 1026 to 531026 ~@34#!.

5.1 Experimental Observations. The first vortex respon-
sible for the formation of a secondary cell always appears at the
bottom of the upper zone above the shear layer that is observed
between the high velocity thermal cell and the weak velocity up-
per zone~Fig. 2!. Its lateral position with regards to the walls
depends on the experiment but is perfectly reproducible for given
experimental conditions. A close observation of three experiments
characterized byN5223, RaS5131012, and an aspect ratio of
2.2, 3, and 4, shows that the distance of the first vortex to the cold
wall does not depend onA. The first vortex is followed by other
vortices that will finally occupy all the space on a horizontal layer

between the hot wall and the ice wall. The number of such vorti-
ces giving rise to a thermosolutal cell varies from 3 to 6 according
to experiments. It is reproducible for a given experiment.

5.2 Numerical Simulations. Figure 11 displays numerical
streaklines, for a simulation at RaT52.23108, N5222 that cor-
responds to the experimental case R1E12-N23A3. The particles
are released in the ascending boundary layers at the hot wall and
the cold wall. The numerical result confirms the experimental one:
the upper zone is fed by the cold side only. The particles released
at the cold wall are accelerated upward by the solutal buoyancy
force and then slowly heat up in the upper zone. Their very slow
horizontal movement along the isodensity lines may be seen on
the figure: in dimensional terms, the total duration of the evolution
shown in the figure is about 15 minutes. Moreover, according to
experimental observations, this numerical streakline representa-
tion confirms that destabilization appears as a succession of coro-
tative vortices that merge to form a horizontal layer at the bottom
of the stagnant zone.

5.3 Critical Height of Destabilization. For the numerical
simulations, the dimensionless height of the upper zone,
zup* (t* )/Hi5Wup(t* )/HiLi , is taken in the vertical mid-plane of
the cavity, between the top horizontal wall and the vertical posi-
tion where the sign of the streamfunction changes.

Table 1 reports the experimental and numerical values of the
dimensionless height of the upper zone at destabilization. For
givenA and RaT , the dimensionless critical height increases when
uNu increases. For givenA and N, the critical height decreases
when the Rayleigh numbers increase.uNu has a stabilizing effect
and RaT a destabilizing one.

In spite of the simplifications of our numerical model, the com-
puted critical heights agree well with the corresponding experi-
mental measurements. Hence, in absence of measurements, it
seems reasonable to rely on our numerical simulations to get in-
formation on the upper zone concentration and temperature field
when destabilization occurs.

Figure 12 shows the concentration, temperature and density
fields in the upper zone before the formation of a thermosolutal

Fig. 11 Numerical simulation of the onset and the development of the first thermosolutal cell. Streaklines. Particles are released
in the cavity at 9 locations specified by the coordinates „x * ÕHi ,z* ÕHi…: in the hot boundary layer – – – „9.6 10À5,0.70…,

„4.7 10À3,0.70…; in the cold boundary layer „0.3296, 0.80…, „0.3291, 0.80…, „0.3285, 0.80…, „0.3276,
0.80…, „0.3265, 0.70…, „0.3265, 0.80…; near the cold wall: „0.2817, 0.85…. RaTÄ2.3Ã108; NÄÀ24; AÄ3; PrÄ11.2;
LeÄ189.
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cell. The isodensity lines are horizontal except in a thin layer near
the cold wall and the density field is stably stratified. The heat
transfer from the hot wall and the lower thermal cell is diffusive
while the concentration field is vertically stratified. Hence, the
basic state before destabilization is similar to the one encountered
in Thorpe’s et al. analysis.

According to the analysis presented in@23#, destabilization oc-
curs if:

uRxu>2,76~2Rz!
15/6, (5.1)

knowing that:

Rx5
RaT

p4A4

Hi

bTDT FLe bS

]C

]x*
2bT

]T

]x* G (5.2)

Rz5
RaT

p4A4

Hi

bTDT FLe bS

]C

]z*
2bT

]T

]z* G . (5.3)

For the simulations performed here,Rx.4.63105 and (2Rz)
.1.93106 in the region of destabilization, confirming that we are
in the case of very strong salinity gradients. Moreover, we do
check that Eq.~5.1! is locally satisfied at destabilization. Since the
numerical and experimental critical heights of destabilization are
identical, we can conclude that the destabilization mechanism of
the stagnant zone is well described by the theory developed by
Thorpe’s and al.

In our situation, the local quantitiesRx and (2Rz) given by
Eqs. ~5.2! and ~5.3! can be related to the global characteristic
parameters as follows@20#:

Rx'
RaT

p4A3 Le (5.4)

~2Rz!'
RaT

p4A4 uNuLeS 2
]C

]z* D Hi

DC
5Rx

uNu
A S 2

]C

]z* D Hi

DC
.

(5.5)

In the theoretical approach of Thorpe et al., the basic state is
characterized by a uniform vertical salinity gradient (2]C/]z* )
5DC/zup* . In our configuration the uniformity of the salinity gra-
dient that builds up in the upper zone is not controlled. Fig. 12
shows that the vertical salinity gradient, and thus (2Rz), is
weaker in the bottom part of the upper zone, which consequently
appears as the most unstable region.

If we write the local salinity gradient at the bottom of the stag-
nant zone as (2]C/]z* )5w(t* ,N,RaT ,A)DC/zup* (t* ), and
combining Eqs.~5.1!, ~5.4!, and~5.5!, the height of the stagnant
zone at destabilization can be written as:

S zup*

Hi
D

crit

5w~ tcrit* ,N,RaT ,A!2.766/5p4/5
uNu

~Le RaTA2!1/5

5w~ tcrit* ,N,RaT ,A!S zup*

Hi
D

Th

(5.6)

where (zup* /Hi)Th is the critical height given by Thorpe et al.~it
corresponds tow(tcrit* ,N,RaT ,A)51).

Figure 13 gives the experimental values of the critical height
as a function of the theoretical one. It shows that our experi-
mental situation is more unstable than the uniform gradient one,
a result that we already knew~@20#!: (zup* /Hi)crit,(zup* /Hi)Th

(0,w(tcrit* ,N,RaT ,A),1).
The striking new result is that, for a givenN, the points are

located on a straight line. This feature shows that, in the range of
parameters under study, the coefficientw depends neither onA nor
RaT but depends strongly onN: w(tcrit* ,N,RaT ,A)5w(tcrit* ,N).

w(tcrit* ,N) decreases asuNu increases. Indeed, the solute gradi-
ents created in the upper zone are closely related to the structure
of the boundary layers along the cold wall. For highuNu, the
ascending dynamic layer along the cold wall is thicker than the
solutal boundary layer. Consequently, the external part of the up-
ward flow which feeds the lower region of the stagnant zone is at
the bulk concentration, the same as the thermal cell. This feature
entails weak solute gradients at the bottom of the stagnant zone
and thus small values ofw(tcrit* ,N). On the contrary, for small
values of uNu, the ascending dynamic layer is developed at the
scale of the solutal boundary layer leading to values ofw(tcrit* ,N)
close to unity.

By linear regression for eachuNu ~Fig. 13!, we obtain:
w(tcrit* ,N528)50.7060.02 ~correlation coefficientJ50.90),

Table 1 Experimental and numerical values of the dimension-
less critical height of the upper zone at the onset of the desta-
bilization

Fig. 12 Concentration, temperature and density fields in the
upper zone before the destabilization „t *Ä6050 s… . RaTÄ2.3
Ã108; NÄÀ24; AÄ3; PrÄ11.2; LeÄ189.

Fig. 13 Experimental dimensionless height of the stagnant
zone at the onset of the destabilization as a function of the
theoretical one
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w(tcrit* ,N5223)50.3760.02 ~correlation coefficientJ50.991),
w(tcrit* ,N5275)50.11460.003 ~correlation coefficient J
50.999).

This behavior does not prevent (zup* /Hi)crit , which depends on
N as w(tcrit* ,N)3uNu ~Eq. 5.6!, from increasing withuNu, as al-
ready put forward by Table 2.

6 Conclusion
The results on thermosolutal melting presented in this paper

focuses on particularly interesting zones of the characteristic pa-
rameters, where no easy simplification can be made. Indeed, con-
sidering the phase change itself, dissolution is not completely
overcome by melting. As for thermosolutal convection, neither
solutal nor thermal forces are dominant at all scales. Concerning
the melting front behavior, the most striking feature is the depen-
dence of the front equilibrium only on the Stefan number, and,
accordingly the dependence of both the mass and heat fluxes at
the front on RaS

1/4. As for the flow structures, we could give a
quantitative explanation of the build up and destabilization of the
stagnant upper zone. It is interesting to notice that, even though
the numerical model greatly simplifies the front behavior, desta-
bilization of the flow structure could be very well accounted for
by the simulations.

The main limitation of the present work is due to using one
given mixture only. Experimenting several mixtures would have
allowed us to better decorrelate Ste andN. The role of Le or Pr
could also have been checked. In particular, the extension of these
results to metallurgy, that would be of special interest, cannot be
proposed. This study could also be extended using different mix-
tures to other values ofN, in particular to small values that we
could not reach with a satisfying precision.

But for all those extensions of our results, the best strategy
would be to use numerical simulation, on the whole set of our
experiments, of a more complete numerical model.

Nomenclature

A 5 Hi /Li aspect ratio of the initial liquid area
C 5 local dimensional concentration in the liquid

phase~wt percent!
Ci 5 initial concentration of the aqueous solution~wt

percent!
CL 5 liquid concentration at the interface~wt percent!
Cp 5 heat capacity,~J/kg °C!
D 5 mass diffusivity in the liquid~m2/s!

Fo 5 t* a/Hi
2 Fourier number

g 5 gravitational acceleration~m/s2!
Hi 5 initial height of the liquid area~m!

k 5 thermal conductivity in the liquid~W/m °C!
kSolid 5 thermal conductivity in the solid~W/m °C!

Le 5 a/D Lewis number
L f 5 latent heat of the ice~J/kg!
Li 5 initial width of the liquid area
N 5 bCDC/bTDT buoyancy ratio

NuC 5 local Nusselt number in the thermal cell
NuST 5 local Nusselt number in the upper stagnant zone

Pr 5 n/a Prandtl number
RaS 5 N Le RaT solutal Rayleigh number
RaT 5 gbTDTH3/an thermal Rayleigh number
Sh 5 local Sherwood number
Ste 5 cp(Ti2TL)/L f Stefan number

Ste' 5 cpDT/L f Stefan number
t* 5 dimensional time~s!
tC 5 dimensionless filling characteristic time
tm 5 dimensionless melting characteristic time
T 5 local dimensional temperature in the liquid phase

~°C!
Ti 5 temperature of the hot wall~°C!

TL 5 liquid temperature at the interface~°C!
TSolid 5 temperature in the solid phase~°C!

V* 5 dimensional interface velocity~m/s!
VC 5 HiVC* /a dimensionless interface velocity in the

convective zone
VST 5 HiVST* /a dimensionless interface velocity in the

upper stagnant zone
WUP(t* ) 5 volume of the upper zone per unit depth~m2!
Wm(t* ) 5 melted volume per unit depth~m2!

W(t* ) 5 volume due to the shear stress extraction from
the thermal cell per unit depth~m2!

x* 5 dimensional horizontal coordinate
z 5 W/HiLi dimensionless expression ofW

zup* 5 dimensional height of the upper zone
(zup* /Hi)crit 5 experimental dimensionless height of the upper

zone at the onset of destabilization
(zup* /Hi)Th 5 theoretical dimensionless height of the upper

zone at the onset of destabilization

Greek Symbols

n 5 kinematic viscosity of the fluid~m2/s!
a 5 thermal diffusivity of the fluid~m2/s!
r 5 density of the fluid~kg/m3!

dS 5 characteristic thickness of the solutal boundary
layer along the interface

dT 5 characteristic thickness of the thermal boundary
layer along the interface

d I 5 thickness of the upward flow along the interface
~m!

bS 5 solutal expansion coefficient~wt percent21!
bT 5 thermal expansion coefficient~°C21!

DC 5 Ci20 wt percent reference concentration differ-
ence in the liquid

DT 5 Ti20°C reference temperature difference in the
liquid
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Using delta wings placed at the leading edge of a flat plate, streamwise vortices are
generated that modify the flow; the same wings are also used to modify a developing
channel flow. Local and average measurements of convection coefficients are obtained
using naphthalene sublimation, and the structure of the vortices is studied using flow
visualization and vortex strength measurements. The pressure drop penalty associated
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where a vortex induces a surface-normal inflow, the local heat transfer coefficients are
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nolds number, wing aspect ratio, and wing attack angle, and the vortex strength decays as
the vortex is carried downstream. Considering the complete channel surface, the largest
spatially averaged heat average heat transfer enhancement is 55 percent; it is accompa-
nied by a 100 percent increase in the pressure drop relative to the same channel flow with
no delta-wing vortex generator.@DOI: 10.1115/1.1513578#
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Introduction

The performance of liquid-to-air and two-phase-to-air heat ex-
changers is important in many applications, including thermal
management and processing systems found in the air-
conditioning, automotive, refrigeration, chemical, and petroleum
industries. Improving the performance of these heat exchangers
can lead to a smaller surface-area requirement, reduced material
cost, and a lower heat exchanger mass. Furthermore, improving
heat exchanger performance can have a significant impact of the
environment through improvements in energy efficiency. The total
thermal resistance in these heat exchangers can be considered as
the sum of three contributions: the liquid or two-phase convective
resistance, the wall conductive resistance, and the air-side convec-
tive resistance. The air-side convective resistance is typically the
dominant resistance to heat transfer@1# and efforts to improve
these heat exchangers should focus on the air-side heat-transfer
behavior.

Vortex generation is a technique that holds promise in air-side
heat transfer enhancement. In this method, streamwise vortices
~longitudinal vortices! are passively generated using surface
modifications such as those shown in Fig. 1; such a flow manipu-
lator is called a vortex generator~VG!. Considerable research has
been directed at VG-enhanced heat transfer; however, the com-
plexity of the VG-heat-exchanger design space has made a com-
plete understanding of the vortex flow and heat transfer interac-
tions difficult to develop. The overall goal of this research is
to provide experimental data and an interpretive framework that
add to our understanding of VG-enhanced heat exchanger
performance.

Literature Review
Extensive reviews of progress in heat transfer enhancement us-

ing streamwise vortices have been provided by Jacobi and Shah
@2# and Fiebig@3,4#2. The review presented below will focus on
work directly related to this research, with a focus on establishing
a clear context for the research objectives articulated later in the
paper.

VG-Enhanced Flat-Plate Flows. Turk and Junkhan@5#
evaluated the heat transfer impact of multiple rectangular-winglet
VGs with various aspect ratios and attack angles mounted at the
leading edge of a flat plate. They considered flows with a zero and
favorable pressure gradient and reported that heat transfer en-
hancement generally increased with a favorable pressure gradient.
They reported spanwise-averaged, local enhancements as high as
250 percent in a laminar flow. Turk and Junkhan provided no flow
measurements or data on vortex location or strength, and it is thus
difficult to explain the heat transfer results in terms of vortex
interactions with neighboring vortices and the surface. In a closely
related study, Torii et al.@6# investigated the local heat transfer
downstream of a single delta-winglet VG on a flat plate. They
used single-component, hot-wire anemometry to measure the
streamwise velocity and conducted flow visualization to study the
flow field. Heat transfer was studied using surface thermocouples
with an imposed heat flux, and naphthalene sublimation in a small
region ~2.5 wing chords!downstream from the VG. Local heat
transfer enhancements of over 200 percent were reported in the
downwash region of the vortex flow. The experiments were all
performed at a constant freestream velocity of 4 m/s, and the
pressure-drop penalty associated with the enhancement was not
reported. Since a delta-winglet VG was used, only a single tip
vortex was generated, and consequently vortex-vortex interactions
and their effect on surface heat transfer were not evaluated. Fur-
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thermore, due to the highly three-dimensional nature of the flow
the streamwise velocity data are of limited value; they provide
information on vortex location but not strength. Yanagihara and
Torii @7# extended their earlier work by investigating multiple
delta-winglet vortex generators. They concluded that arrays pro-
ducing counter-rotating pairs of streamwise vortices are best for
heat transfer. Again all measurements were performed at the same
freestream velocity, and no pressure-drop data were presented.
Even though multiple vortices were being generated, the interac-
tions between neighboring vortices and the resulting effects on
surface heat transfer were not discussed.

Gentry and Jacobi@8# studied the interactions between stream-
wise vortices induced by a delta-wing VG and the laminar bound-
ary layer on a flat plate. They used quantitative flow visualization
and naphthalene sublimation to study flow and heat transfer inter-
actions. Using scaling arguments they asserted that a strong vortex
located near the edge of the thermal boundary layer would pro-
duce maximum heat transfer enhancement. Then, with a potential
flow model of vortex-vortex and vortex-surface interactions, they
identified promising VG designs for this simple flat-plate flow.
The sublimation data were used to prove the predictive ability of
their approach. Because only surface-averaged sublimation data
were obtained, no measurements of vortex strength were reported,
and pressure drop was estimated from theory, the study provided a
limited understanding of VG enhancement for a simple geometry.

There have been a number of studies of VG-enhanced heat
transfer to a turbulent boundary layer. Eibeck and Eaton@9# stud-
ied a single vortex and, using a Rankine vortex model and veloc-
ity data, they interpreted their data in terms of vortex circulation
and boundary-layer thickness. Pauley and Eaton@10# extended
this work to consider vortex pairs. For common-inflow pairs, the
vortices spread and lifted from the surface; whereas, common-
outflow pairs moved together and lifted from the surface more
rapidly than the common-inflow vortex pair. Corotating pairs
moved together and coalesced into a single vortex as they were
advected downstream. This research on streamwise vortices in
turbulent boundary layers provides useful insights into vortex-
vortex and vortex-surface interactions and their impact on heat
transfer; however, because of the dramatic differences between
laminar and turbulent flows, these results cannot be trivially ex-
tended to the low-Reynolds-number laminar flow conditions typi-
cal to compact heat exchangers.

VG-Enhanced Channel Flows. Fiebig et al. @11# studied
heat transfer enhancement using delta and rectangular wings and
winglets in flat-plate channels for Reynolds numbers between
1360 and 2270 based on plate spacing. Wings with an aspect ratio

of 1.25 and winglets with an aspect ratio of 1.00 were evaluated,
and the channel height was constant at 40 mm. They reported that
the delta-wing VG provided local enhancements as high as 200
percent and was more promising than the winglets. Overall Col-
burn j factors were increased by 20 to 60 percent at a Reynolds
number of 1360 for delta wings with attack angles from 10 deg to
50 deg. The VG-induced pressure drop was reported to be inde-
pendent of VG type and proportional to projected wing area. In
1991, Fiebig et al.@12#extended this work by considering a
broader range of VG designs. They used delta and rectangular
wings and winglets with aspect ratios from 0.8 to 2.0, angles of
attack from 10 deg to 60 deg, for Reynolds numbers from 1000 to
2000. They again reported local heat transfer enhancements
greater than 200 percent immediately behind a delta-wing vortex
generator and a 60 percent increase in drag. In all of this work,
however, no measurements of vortex strength were reported, and
heat transfer data were only presented for one side of the channel
~the side with the vortex generator!—the effect of the vortices on
the facing surface was neglected. Local heat transfer data were
presented along the centerline of the fin extending from the center
of the wing span to the end of the plate. Since the VGs create two
tip vortices, a single measurement along the centerline does not
capture the local effect of these vortices on surface heat transfer.
Detailed local measurements of surface heat transfer are required
to accurately evaluate the interaction between these vortices and
the surface

A numerical study was performed by Brockmeier et al.@13# to
evaluate the impact of delta-wing and delta-winglet VG in flat-
plate channels. A delta wing with an aspect ratio of one was con-
sidered, with attack angles from 10 deg to 50 deg and Reynolds
numbers from 1000 to 4000. With delta winglets at a 30 deg angle
of attack, an average increase of 84 percent in the Nusselt number
was predicted at a Reynolds number of 4000. No pressure drop
predictions were presented. The results of this paper are very lim-
ited because of the small size of the computational domain. The
channel length extended only 1.31 wing chord lengths down-
stream from the wing. Although detailed distributions of velocity,
vorticity, and temperature were presented, these results are valid
only for a distance downstream slightly larger than the wing chord
itself. The incoming flow used in the computation was a fully
developed, laminar channel flow, while the temperature field was
modeled as developing. Biswas et al.@14# presented a comparison
of numerical to experimental data for vortex-enhanced, fully de-
veloped, laminar channel flow. The vortices were generated with a
delta winglet. The experiments and simulations were conducted at
a single Reynolds number of 1580 based on channel height, with
winglet attack angles of 15 deg, 30 deg, and 45 deg. Since a delta
winglet was used, only one strong tip vortex was generated, so
interactions between neighboring vortices were not investigated.
Comparisons of the computed and measured streamwise velocity
fields showed relatively good agreement between the simulations
and the experiments. The experiments and the computations
showed the same flow structures, but the magnitude of the veloci-
ties differed by as much as 20 percent. No local heat transfer
results were presented; instead, the computed, spanwise-average
Nusselt number for the side of the channel with the vortex gen-
erator was presented as a function of streamwise distance in the
channel. A peak in the spanwise-averaged heat transfer was re-
ported immediately downstream of the generator, and the en-
hancement decayed downstream. Fanning friction factors were
computed to predict pressure drop performance of the channel
flow. All the computations were confined to a channel extending
less than 4 winglet chords downstream from the trailing edge of
the winglet. The effect of streamwise vortices extends much far-
ther downstream.

Closure. For laminar, flat-plate flow and channel flows, no
measurements of vortex strength have been presented in the lit-
erature; this lack of data has limited our understanding of vortex-
vortex and vortex-surface interactions, and without detailed local

Fig. 1 Flow manipulators used as vortex generators to en-
hance heat transfer, along with the relevant geometrical defini-
tions „adapted from Ref. †2‡…
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heat transfer and flow measurements relating the flow structures to
the surface heat transfer behavior, the understanding of vortex
generation on flat-plate and channel flows remains incomplete.
Although some numerical work has helped to fill this experimen-
tal gap, the numerical results are limited by the small computa-
tional domains and unrealistic flow assumptions~e.g., fully devel-
oped approach flow!. Furthermore, it is a significant shortcoming
that no local or average heat transfer measurements have been
presented for the channel wall opposite to that upon which the VG
is mounted. The vortex flow interacts with both sides of the chan-
nel, so investigating the surface heat transfer from both sides of
the channel is important.

The primary objective of this research is to obtain an increased
understanding of the flow structures, heat transfer enhancement,
and pressure drop penalty encountered in wing-based vortex gen-
eration. This understanding will be obtained by focusing on the
interactions between neighboring vortices and between vortices
and the surface for both laminar flat-plate and developing channel
flows. This study was pursued through an experimental approach.
Local and average mass transfer measurements were obtained us-
ing the naphthalene sublimation technique. The flow structures
were measured with quantitative flow visualization and a vane-
type vortex meter. The pressure drop penalty associated with the
heat transfer enhancement was also quantified. Experiments were
performed for a variety of fin and vortex generator configurations
over a range of flow conditions for laminar, flat-plate and laminar,
developing channel flows. Since a primary application of this re-
search is improving air-side heat transfer performance in compact
heat exchangers, the experimental parameter space was designed
so that the study spanned conditions typical to those applications.

Experimental Apparatus and Methods

Apparatus. Mass transfer and pressure drop experiments
were performed in the wind tunnel shown schematically in Fig. 2.
The wind tunnel had an elliptical inlet contraction with a 9:1 area
ratio, and the flow was conditioned with a hexagonal cell, alumi-
num honeycomb and stainless steel screens. The flow area in the
test section was 15.2315.2 cm. Using a 20mm hot-wire anemom-
eter, the freestream velocity profile in the test section was deter-
mined to be flat to within 3 percent over the entire range of the
experiments, and the freestream turbulence intensity ranged from
approximately 1.1 percent to 2.3 percent, with an average value of
approximately 1.6 percent over the freestream velocities used in
these experiments. During experiments, the velocity was mea-
sured using an ASME Standard orifice plate~see Gentry and
Jacobi@15#!.

The naphthalene sublimation technique has been used exten-
sively to study convection, and others have presented extensive

reviews of the method@16,17#. Specimens are constructed of
naphthalene, and direct measurements of sublimation from the
specimens yield local and average mass transfer coefficients. In
the current work, local sublimation depths were measured using a
non-contact, optical technique known as laser triangulation. Our
use of laser triangulation to determine sublimation depths is de-
scribed in detail elsewhere@18#, and on the basis of our earlier
work, a 2-s sublimation-depth uncertainty of66 mm is attained.
As a redundant check, average mass transfer data were also ob-
tained using an electronic balance (61024 g) to measure speci-
men mass change during the wind-tunnel exposure. If the inte-
grated local data and mass change measurements agreed to within
10 percent the data were deemed satisfactory. Agreement to within
5 percent was typical, and very few experiments were rejected.
The cause for rejected data was usually easy to identify~e.g., the
naphthalene specimen was accidentally chipped during placement,
etc.!.

Aluminum plates were used for the experiments; they spanned
the test section, were 11.4 cm long and 3.2 mm thick. For flat-
plate experiments, one plate was fixed in the center of the test
section; for developing channel-flow experiments, 17 identical
plates were installed, yielding 16 parallel channels with a channel
height of 5.4 mm. For sublimation experiments, naphthalene was
cast into a cavity in the plates. The leading edge had a very thin
~0.5 mm! lip to protect the leading-edge naphthalene from exces-
sive sublimation. This lip introduced a very small ‘‘unheated start-
ing length’’ because the velocity boundary layer started upstream
of the concentration boundary layer; however, the magnitude of
the error associated with the unheated starting length was deter-
mined to be negligible over the entire range of the experiments
@15#.

Flow visualization and vortex measurements were made in the
closed-loop water tunnel typical to the wind tunnel and described
in detail by Gentry and Jacobi@15#. Water was pumped from a
return plenum to a flow conditioning section where screens and a
honeycomb were used to shape the flow before it entered the
contraction and test section. The water tunnel test section was
typical to that used in the wind tunnel. The velocity in the water
tunnel was measured by recording the time required for a dye
marker to traverse a known distance. The water tunnel was
equipped with gravity-feed dye reservoirs and a needle valve to
control the dye injection rate. Images were recorded using a 35
mm camera and later digitized for analysis.

Measuring Vortex Strength. Vortex strength was determined
using two different techniques. The first method was a direct mea-
surement using the vane-type vortex meter shown schematically
in Fig. 3. This vortex meter was constructed using a hollow stain-
less steel tube with 0.36 mm ID and 0.61 mm OD; the tube was
configured with a 90 deg bend, as shown in the figure. A wire was
inserted into the hollow tube, so that a blind hole 0.36 mm in
diameter and about 3 mm in depth was formed in the end of the
tube. Two vanes were formed by fixing aluminum foil~23230.07
mm! to a small shaft~6 mm long, with a 0.2 mm diameter!; thus,
the shaft protruded 4 mm beyond the edge of the foil vanes, and
its free end was inserted into the blind hole in the end of the
hollow tube. This arrangement prevented the vanes from contact-
ing the end of the hollow tube. In order to minimize friction
between the shaft and the blind hole, a non-water-soluble based
lubricant was applied. The vanes of the vortex meter were marked
so an unambiguous measure of rotational speed was obtained us-
ing a stroboscopic lighting system.

The strength of the vortices was determined by measuring the
rotation rate of the vortex meter while it was in the vortex tube. In
order to know the location of the vortices, data were obtained
while the flow structures were being visualized with ink. Measure-
ments were conducted for the same flow conditions with and with-
out the ink and the results differed by less than the experimental

Fig. 2 Wind tunnel, with the following components: „A… inlet,
„B… honeycomb and screens, „C… contraction, „D… test section,
„E… instrumentation access, „F… transition, „G… blower, „H…

acoustic plenum, „I… flow measurement section, and „J… dis-
charge to outside laboratory
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uncertainty~discussed later!. The velocity distribution within a
vortex can be modeled using the Thomson-Rankine vortex model
@19#. In the forced region

Vu5
Gr

2pa2 for r ,a. (1)

In the free vortex region

Vu5
G

2pr
for r>a. (2)

The radius,a—whereVu is a maximum—was estimated using
flow visualization and local mass transfer data3, and it was found
to be 1 to 1.2 mm~60.2mm! over the entire parameter space.
Thus, with the axis of the vortex meter is placed at the center of
the vortex tube, the vanes of the meter are just inside the forced
region, and the vortex meter can be used to estimate the circula-
tion by re-arranging Eq.~1! or Eq. ~2!, with the radius of the
vortex meterr vm5r'a

G'4p2r vm
2 N (3)

whereN is the rotation rate of the vortex meter. Values of circu-
lation obtained with the vortex meter and Eq.~3! will be com-
pared to values estimated from the technical literature on delta
wings and to the second method used in this study.

The second method for determining vortex strength relies on a
potential-flow model and flow visualization to infer vortex
strength from the observed trajectories of the vortices. In the flat-
plate flow, the core-to-core and core-to-plate distances were deter-
mined from flow visualization images at streamwise locations of
1, 3, 5, 7, 9, and 11 cm from the leading edge. The core velocity
in the y direction for a vortex is due to its interaction with the
other vortices and the surface. With reference to Fig. 4, using the
method of images and superposition, they-velocity of vortexa
can be written as follows:

Va,y5
G

4pdc
S g2

g211
21D (4)

where g5dc /s. The y-velocity can be approximated asVa,y
'Dy/Dt, and assuming the vortex tube to move with the fluid
~see Batchelor@20#! at a convective velocity equal to the
freestream velocity, the transit time is approximated asDt
'Dx/U` . Then, Eq.~4! may be re-written as

G'

4pdcU`•
Dy

Dx

g2

g211
21

(5)

Using the flow visualization to determine vortex trajectory, and
thusDy andDx, an estimate of the vortex circulation is obtained
from Eq. ~5! for the flat-plate flow.

For a channel flow, the same idea can be invoked; however, the
geometry and algebra are somewhat more complex, as shown in
Fig. 4, and an infinite number of mirror vortices results. A first-
order approximation can be obtained by considering only the first
set of mirror-image vortices and neglecting the interactions be-
tween the image vortices~see Gentry and Jacobi@15# for further
detail!

G'

4pdcUc•
Dy

Dx

g2

g211
211

1

s21
2

g2~s21!

~s21!2g211

(6)

whereUc is the velocity in the channel,dc is the distance from the
vortex core to the surface to which the vortex generator was at-

3This evaluation was made by locating the center of the vortex using flow visu-
alization and measuring the distance from the center of the vortex to the region of
maximum heat transfer found from the local mass transfer data presented later in the
paper. It was assumed the maximum local heat transfer coincided with the maximum
surface-normal velocity.

Fig. 3 This vane-type vortex meter was constructed using a
small steel shaft, wire, a hypodermic needle, and small pieces
of foil, sized to fit within the Thomson–Rankine vortex core

Fig. 4 A schematic showing tip vortices and their images, with
induced velocities denoted as Vij for the velocity of vortex i
induced by vortex j: „a… vortices over a flat plate, and „b… vorti-
ces in a channel flow, where only the first-order image vortices
are shown „images of images are neglected …
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tached, ands is the ratio of channel height todc . Equation~6! is
valid only for the region of the flow before the vortex reaches its
equilibrium location along the channel centerline.

The uncertainty in circulation measurements obtained using the
vortex meter is mainly due to uncertainty in core size, the as-
sumed Thomson-Rankine model, the assumption thatr vm5a, and
friction on the vane shaft. It is extremely difficult to assess this
uncertainty. An insufficient number of data prohibits statistical
analysis, and we did not construct meters of varying vane sizes to
explore sensitivity to instrument design. Nevertheless, from our
experience with the meter we believe a conservative estimate of
the circulation uncertainty is130 percent,215 percent, due to
geometrical-friction and geometrical effects, respectively. It is im-
portant to note that data obtained with the vortex meter mainly
served as an independent check of circulation obtained from vor-
tex trajectory data. Uncertainty in circulation data obtained using
the vortex-trajectory method can be determined in a straightfor-
ward manner, using length-scale and velocity uncertainties and
standard propagation of error methods with Eqs.~5! and ~6!. For
the experiments to be reported later, this method has an uncer-
tainty of less than 10 percent inG.

Interpreting Mass Transfer Data. Naphthalene sublimation
experiments were performed, and local and average Sherwood
numbers were obtained from sublimation data in the standard way
~see@16# and @17#!. However, in these experiments the specimen
had a constant naphthalene test area, and VGs of varying size
were tested. Larger VGs produced flow structures the affected a
greater portion of the test area, giving an apparent advantage to
larger vortex generators in surface-averaged results. A similar situ-
ation arises when the pressure drop experiments are conducted
with a fixed number of vortex generators per channel. In order to
compare the impact of different-sized VGs on an equal basis, the
results are scaled to the affected span of the VG. That is, heat
transfer enhancement and pressure-drop data are based on the ‘‘re-
peatable’’ span affected by each VG. In this way, the results are
general. The results in heat transfer enhancement and pressure-
drop penalty will represent the maximum that could be obtained,
were many VGs placed at the repeatable span along the leading
edge of a fin~typical to application!. The results can also be used
to predict other VG arrangements by partitioning the fin into a
VG-enhanced and an unenhanced area. Therefore, this presenta-
tion based on a repeatable span is the most general approach and
overcomes VG-size and area ambiguity. This approach requires
that the repeatable span be measured.

The area affected by the vortices generated by a particular VG
was determined from the flow visualization measurements, local
naphthalene data, and experiments with multiple vortex genera-
tors. Then, the data are interpreted in an area-weighting scheme as

ShAT5SheAe1ShoAo (7)

and

DPAT5DPeAe1DPoAo . (8)

She is the Sherwood number for the area influenced by the vorti-
ces,Ae is the area of the naphthalene affected by the vortex,Sho
is the Sherwood number for the area unaffected by the vortices
andAo is the area of the naphthalene section not affected by the
vortices. For the experiments to be reported now, the affected
areas ranged from 15 to 25 cm2 with an uncertainty of64 percent
as reported by Gentry and Jacobi@15#4. The total Sherwood num-
ber, Sh, and the baselineSho , were measured directly. The total
area was the naphthalene-test area ofAT534.8 cm2. With Ae
known from the experiments, and withAo5AT2Ae , the only
unknown remaining in Eq.~7! is She . The average mass transfer

data are presented asRSh5She /Sho , and this ratio is the enhance-
ment factor for the area affected by the vortex. It should be noted
that changingAe by 10 percent leads to a maximum 6 percent
change in theRSh values reported later. The pressure drop results
can be analyzed in an analogous way; the results are presented as
a pressure drop ratio,Rp5DPe /DPo .

Mass-averaged and local mass transfer, flow visualization, vor-
tex strength, and pressure drop experiments were conducted for
flat-plate and developing channel flows using delta-wing vortex
generators with aspect ratios ranging from 0.5 to 2.0 and attack
angles from 15 deg to 55 deg. The Reynolds numbers were chosen
to represent conditions typically encountered in compact heat ex-
changers, and the inverse Graetz number was monitored to ensure
that developing conditions existed throughout the channel flow
experiments. Uncertainty in vortex circulation was discussed ear-
lier. Uncertainty in local Sherwood numbers depends on the local
sublimation depths and ranged from about 20 percent in regions of
low Sh to 5 percent in regions of highSh. TheSh uncertainty at
a typical sublimation depth of 60mm was approximately 10 per-
cent. The highest local uncertainties occur on the periphery of the
test specimen, and the lowest uncertainties occur in the vicinity of
the vortices; thus, the best resolution is obtained in the region of
interest.

Results and Discussion

Laminar Flat-Plate Flow. The flow visualization experi-
ments revealed that under certain conditions a wavy, periodic
character was manifest by the tip vortices, as shown in Fig. 5. The
onset of this waviness in the vortex occurred when the core-to-
plate distance was approximately equal to the laminar boundary
layer thickness. Vortices that remained outside the boundary layer
did not exhibit waviness. To our knowledge, there has been no
prior report of this behavior in VG-enhanced flat-plate flows. We
hypothesize that it is caused by a ‘‘fluid buckling’’ instability. It is
well established that the axial core velocity in the delta-wing-
generated vortex is slightly less than the freestream velocity. Thus,
outside the boundary layer the core is in a state of ‘‘tension’’;
however, as the boundary layer develops and the vortex flows into
a region of slow-moving fluid, it enters a state of ‘‘compression’’.
Using the approach of Bejan@21#, the characteristic wavelength of
the buckling instability is found to be about twice the diameter of
the vortex streamtube, which we take to be twice the core-to-plate
distance. The observed wavelengths and relative location of the
vortex with respect to the boundary layer are presented in Table 1
in dimensionless form, and these results support the buckling-
instability hypothesis. Alternate explanations for this waviness ex-

4Note that the delta wings all had a chord ofc51 cm, and for 0.25,L,2, the
wing span was set to 0.25,b,1 cm. The planform area of the delta wing varied
from 0.8 percent to 3 percent of the affected area, and it was always less than 0.5
percent of the naphthalene test area,AT .

Fig. 5 Two views of an image recorded using dye-in-water vi-
sualization, showing instability in vortices generated by a
delta-wing VG at the leading edge of a flat plate, with LÄ1.25,
aÄ35 deg, and Re cÄ1300. The lw periodicity corresponds
roughly to that predicted using the buckling instability theory
of Bejan †21‡.
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ist: it may be due to a shear-layer instability caused by the veloc-
ity field distortion of the vortex. However, because it is clearly
linked with the vortex entering the boundary layer, the instability
is not due to conventional vortex breakdown~see Panton@22#! or
direct inviscid interaction of the vortex with the surface~the well-
known Crow instability@22#!.

All the tip vortices traveled down the plate with the same gen-
eral trajectory. Initially, the vortices are close together and interact
strongly with each other, and in this counter-rotating configuration
they induce each other to move toward the flat plate. As the vor-
tices get closer to the surface, interaction with the surface be-
comes important and causes the vortices to spread apart~this in-
teraction may be visualized using the method of images!. The
induced velocity toward the plate becomes weaker as the vortices
spread apart, and they are slowly advected away from the plate by
the small vertical velocity of boundary layer growth. Peace and
Riley predicted this vortex trajectory in their computations@23#.

Vortex strength and location are both important to the heat
transfer effects of the VG enhancement. The dimensionless vortex
circulation is shown as a function of Rex for various wing aspect
ratios, attack angles, and Rec in Fig. 6. Data from both methods of
measuring vortex strength are shown in the figure. Apparently, the
strength of the vortices increases significantly with wing aspect
ratio and decreases as the vortices flow downstream. Clearly,
stronger vortices are generated at higher Rec and higher attack
angles. The increase in vortex strength with attack angle is not as
pronounced as the increase observed with increasing Rec and L.
Data could not be obtained for flow conditions leading to vortex
breakdown, and at the lowest attack angles it was impossible to
obtain data with the vortex meter. The difference between the
vortex meter and the vortex-trajectory measurement was 11 per-
cent at Rec51300 and 2.5 percent at Rec5800; this agreement
supports the reliability of the vortex strength data. Further support
for these data can be drawn from comparisons to the literature.
Peace and Riley@23# provide numerical predictions for circulation
as a function of time for a vortex pair approaching a flat surface.
By assuming a convective velocity equal to the freestream, these
predictions can be interpreted as the decay in circulation while
vortices are carried the length of the test plate. ForL51.25,a535
deg, and Rec51300, the numerical prediction gives a 64 percent

decay in circulation, and our experiments show a 57 percent de-
cay. At Rec5800 and 300, the numerical and experimental results
give decays of 65 percent compared to 60 percent, and 71 percent
compared to 81 percent, respectively. General support is also pro-
vided by comparisons to the free delta-wing data of Pohlhamus
@24#, which give circulations 10 percent higher than the vortex-
trajectory data of Fig. 6~at the first measurement location!. For
other conditions, the free-wing data were an average of almost 20
percent higher than the current vortex-trajectory data. These com-
parisons provide further support to the validity of the new data,
and although this support is indirect, it is consistent.

Surface plots ofRSh are presented in Fig. 7, where the black
points are measurements, and the surface was constructed using a
bi-quadratic, least-squares regression to the data. The enhance-
ment effect of the vortices generally increases with aspect ratio,
attack angle, and Reynolds number, withRSh51.4, 1.6, and 1.8 at
Rec5300, 800, and 1300, respectively. The surface plots presented
in Fig. 7 are all for the same ratio of plate length to wing chord;
however, it may be of interest to consider the enhancement as a
function of L/c, especially if such a consideration suggests an
optimal VG size or fin length. AlthoughL and c were held con-
stant in the experiments,RSh can be determined as a function of
xL5L/c by integrating the local data over varying streamwise

Table 1 Observed characteristic wavelengths in vortex tube
waviness and core height-to-boundary layer thickness ratio at
onset of waviness for tip vortices above a flat plate The esti-
mated uncertainties in lw Õd n and dc Õd are 14 percent and 10
percent, respectively.

Fig. 6 Measured vortex circulation as a function of position
downstream from the leading edge of a flat plate, over a range
of „a… VG aspect ratio, „b… Rec , and „c… VG attack angle. Closed
symbols were obtained with the vane-type vortex meter, and
open symbols were obtained from the flow visualization data.
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distances. The results are shown in Fig. 8 fora535 deg,L51.25,
Rec51300; the local data were integrated over the affected area,
and the baseline data were obtained by integrating local data that
were unaffected by the vortices. For very short integration lengths,
the impact of the vortices is small because the thin boundary
layers give rise to high mass transfer rates. As the plates length
increases, the effect of the vortices on average mass transfer is
more significant with a maximum ofRSh52.1 at RexL

55000, and
xL53.8 cm. The value ofRSh decreases at downstream locations
because the vortices weaken as they are advected downstream.

Local Sherwood number data forL51.25, a535 deg, and
Rec5800 and 1300 are given in Fig. 9. Comparison to flow visu-
alization images reveals that the region of the largest enhancement
corresponds to the location where the vortex flow is toward the
surface. This flow normal to the surface thins the concentration
boundary layer and enhances the convective transport. From the
local data one can see that the effect of the vortices with larger
circulation is more prominent. These data show that the vortices
have an influence on the surface heat transfer over a streamwise
distance of many wing chord lengths.

The impact of vortex strength and location relative to the
boundary layer can be evaluated by considering the data for Rec
5800. The flow visualization data and calculated boundary-layer
thickness show that the cores of these vortices are nearer to edge
of the concentration boundary layer than at Rec51300. Despite
the promising vortex location, the local mass transfer enhance-
ment for Rec5800 is significantly less than for Rec51300 at a
given Rex over most of the range of Rex . The reason for this
behavior is vortex strength. At Rec5800, the vortices have an
initial circulation a little over half that of Rec51300. This result
indicates that vortex strength plays a more important role than
vortex location in local mass transfer enhancement.

Developing Laminar Channel Flow. Vortex trajectories in
the developing channel flow differ from those of the flat-plate
flow. For the flat plate, the vortices spread and then continually
rise away from the surface as they are carried downstream; how-
ever, when a second surface is introduced, the flow is bounded.
Vortices are generated closer to the side of the channel with the
vortex generator, and as in the flat-plate flow, they interact
strongly with that surface and spread. As they spread, they move
toward the channel centerline, carried by the vertical velocity of
the developing flow. Once at the centerline, the symmetry of the
channel causes the vortices to travel in parallel paths down the

Fig. 7 Sherwood number enhancement for a flat-plate flow as
a function of VG aspect ratio and attack angle at „a… RecÄ300,
„b… RecÄ800, „c… RecÄ1300

Fig. 8 Spatially averaged enhancement ratio for the flat-plate
flow as a function Reynolds number based on integration
length, with LÄ1.25, aÄ35 deg, and for Re cÄ1300

Fig. 9 Local Sherwood number distribution for a delta wing
attached to a flat plate, with LÄ1.25, aÄ35 deg, and „a… Rec
Ä800, „b… RecÄ1300. Note that in regions of surface-normal in-
flow associated with the vortex pair an enhancement is real-
ized, and in surface-normal outflow regions the boundary-layer
thickens and a reduction in the convection coefficient is mani-
fest. Note also that different scales are used for the two plots.
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center of the channel. This general character of the trajectory is
evident in the flow visualization shown in Fig. 10. The instability
and vortex waviness observed for flat-plate flows was never ob-
served in the channel flows. Using the flow visualization and nu-
merical calculations of the developing velocity profile, it can be
shown that for the entire experimental range the vortex cores re-
mained outside the boundary layer of the developing flow@15#;
i.e., the vortices reach their equilibrium position along the center-
line of the channel before the boundary layers grow to the channel
centerline. Vortex breakdown was never observed in the develop-
ing channel flows in the parameter space considered. Even at the
largest Reynolds numbers, the strongest vortices remained well
defined and coherent throughout the entire channel.

Vortex circulation, from the vortex meter and trajectory data,
are presented in Fig. 11. These data were obtained at a position 1
cm downstream from the leading edge of the channel. Again, the
two methods for measuring circulation show good agreement. In
most cases, the vortex meter measures a slightly lower vortex
circulation than the trajectory measurement, perhaps due to fric-
tion in the device or higher-order contributions in the potential
flow model. Nevertheless, the two measurements agree to within
20 percent over the entire parameter space. As in the flat-plate
flow, vortex circulation in the developing channel flow increases
with Reynolds number, wing aspect ratio, and wing attack angle.
Comparing the channel-flow to a flat-plate flow, the vortex circu-
lations are within about 10 percent for a wing withL51.25 and
a535 deg at Rec51300 and 800. Aside from confirming the re-
peatability of the vortex measurements, these results show that the
initial strength of a tip vortex depends mostly on the approach
velocity and wing geometry. The bounding channel did not vitiate
the generation of tip vortices by the delta wing VG in this experi-
mental range. Unfortunately, no data on vortex decay in the chan-
nel flow as a function of streamwise location were obtained in this
study. We anticipate that vortex circulation will decay more rap-
idly in the channel flow due to the added ‘‘viscous braking’’ effect
of the bounding surface.

In the channel flow, the vortices affect convection on both
bounding channel walls. Results for the entire channel, accounting
for the effects on both walls, are shown as surface plots ofRSh in
Fig. 12. The trends in these data are similar to those for the flat-
plate flow. For all Reynolds numbers tested, the largest enhance-
ment ratio was found at the largest attack angle and aspect ratio
~a555 deg andL52!, andRSh increases with Redh . Significant
enhancements ofRSh51.2, 1.4, and 1.5 were found for Redh
5400, 1200, and 200 respectively. As in the flat-plate case, it is
interesting to consider a varying channel length by integrating the
local mass transfer data over a variable flow length. The results
are shown in Fig. 13 for a typical case, where data are presented

for both the wall with the wing and the opposing surface as well
as the channel. Results for the surface with the wing are qualita-
tively similar to the single plate results: at the entrance where the
boundary layer is thin, the vortex has a little impact, and as the
flow length increases, the enhancement ratio goes through a maxi-
mum to finally decrease as the vortices weaken. The behavior of
the enhancement ratio for the surface without the vortex generator
is quite different. For this case, the enhancement increases mono-
tonically over the entire flow length. Near the channel entrance,
RSh is small because the vortices are far from the surface, and the
boundary layer is thin. As the flow length increases, the vortices
move closer to the surface without the vortex generator as they
weaken. These two competing features—closer proximity acting
to increase the enhancement and weakening circulation acting to
reduce the enhancement—result in anRSh that is nearly constant
as the flow length increases for the surface without the wing.
Overall, the channel shows an increasing enhancement ratio for
small flow lengths. As Gz21 increases, the vortices weaken and
the enhancement decreases slightly. The results presented in Fig.
13 clearly demonstrate that the vortices continue to be effective
for flow lengths longer than those considered in this research.

Measurements of local Sherwood number forL51.25, and
a535 deg are presented for several Reynolds numbers in Fig. 14.
On the surface with the wing near the channel entrance, the vor-
tices are at their strongest and are located close to the wall. The
local effect of the vortices is the most pronounced in this region.
As with the flat-plate data, there are areas of decreased mass trans-

Fig. 10 Two views of an image recorded using dye-in-water
visualization, showing vortices generated by a delta-wing VG at
the leading edge of the channel, with LÄ1.25, aÄ35 deg, and
RedhÄ1200

Fig. 11 Dimensionless vortex circulation as a function of Re dh
for a delta wing in a channel flow with LÄ1.25 and aÄ15 deg,
35 deg, and 55 deg. Solid symbols were obtained using the
vortex meter, and open symbols were obtained with the poten-
tial flow model. Ratio c Õd hÄ0.95.
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fer near the leading edge, where the vortex-induced flow is away
from the wall. At downstream locations, the enhancement of local
mass transfer occurs in nearly parallel lines. Contrasting these
results with the flow visualization data, the regions of enhance-
ment are found to correspond to regions where the vortices induce
a surface-normal flow toward the channel wall. This finding is
easy to see by comparing the local distribution of the wing surface
to the opposite channel wall. At the leading edge and just down-
stream of the wing, the mass transfer rate is low because the flow
is away from the surface. Farther downstream, the effect of the

vortices mirrors that of the wing surface, but spacing between the
enhanced regions is larger—a behavior congruent with enhance-
ment corresponding to the surface-normal inflow. The character of
the flow is essentially the same over the Reynolds number range
of these experiments; however, the features discussed above are
more pronounced at higher Redh , where the vortices are
stronger.

The pressure drop in the channel with delta wing vortex gen-
erators was measured as described earlier, and the results are
given in Fig. 15 asRp versus Redh for wings with a range of
aspect ratios and attack angles. For each aspect ratio,Rp increases
with Reynolds number and angle of attack. For Redh52000, and

Fig. 12 Sherwood number enhancement for a channel flow as
a function of VG aspect ratio and attack angle at „a… Redh
Ä400, „b… RedhÄ1200, „c… RedhÄ2000. The data are averaged
over both sides of the complete channel.

Fig. 13 Spatially averaged enhancement ratio for the channel
flow as a function inverse Graetz number based on integration
length, with LÄ1.25, aÄ35 deg, and Re dhÄ2000. Data are pre-
sented for both surfaces of the channel and the channel as a
whole.

Fig. 14 Local Sherwood number distribution for a delta wing
in a developing channel flow, with LÄ1.25, aÄ35 deg „c Õd h
Ä0.95, L ÕcÄ11.43…: „a… RedhÄ400, „b… RedhÄ1200, and „c… Redh
Ä2000.
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a555 deg,Rp increases from 1.5 to 1.7 to 2.1 as the wing aspect
ratio increases from 0.5 to 1.25 to 2.0. For the smallest aspect
ratio, Rp is less dependent on the attack angle than for larger
aspect ratios. For example, atL50.5, the difference between the
pressure drops fora535 deg anda555 deg is approximately 10
percent at Redh52000; in contrast, forL51.25, the difference in
these values is approximately 35 percent, and atL52.0, the dif-
ference increases to over 50 percent. Similar changes are seen in
the strength of the vortices generated at these conditions. The
vortex circulation increases by 17 percent, 28 percent, and 55
percent as the angle of attack is increased from 35 deg to 55 deg
for Redh52000 andL50.5, 1.25, and 2.0 respectively. There are
two components to the pressure drop associated with flow over a
delta wing in a channel. The first is the form drag over the wing.
The second component of the pressure drop is the increased wall
shear stress. A local thinning of the concentration boundary layer
causes the enhancement of mass transfer. The velocity boundary
layer is also thinned, and the steeper velocity gradient at the wall
results in increased wall shear stress that, in turn, increases the
pressure drop for the flow through the channel.

Conclusions
For a delta-wing VG at the leading edge of a flat plate, the two

resulting tip vortices interact with each other such that they spread

apart and move away from the surface as the flow advects them
down stream. New observations of periodic waviness were ob-
tained. This instability is manifest when the vortex core passes
into the velocity boundary layer, and we offer conjecture that it is
due to a buckling instability. Vortex breakdown was also observed
in the strongest tip vortices at Rec5800 and 1300,L52.0, and
a535 deg and 55 deg. In general, the measured vortex strength
increased with Rec , L, anda for the parameter space considered.
For L51.25 anda535 deg, the vortex strength increased ap-
proximately 200 percent when Rec was increased from 300 to
1300. The vortex circulation decreased with streamwise distance
from the leading edge because of viscous interactions. Local con-
vection enhancements as high as 300 percent~compared to flat-
plate flow with no vortex generator! were observed in locations
where the vortex flow was toward the surface. Maximum spatially
averaged enhancements of 35 percent, 60 percent, and 80 percent
were observed for the area affected by the vortices for Rec
5300, 800, and 1300. The largest convective enhancements were
observed for the strongest vortices, and apparently vortex strength
is more important than location relative to the boundary layer.

For vortices in a developing channel flow, the vortices spread
and travel away from the winged surface—much as in the flat-
plate flow—near the channel entrance. Once the vortices reach the
channel centerline, however, the symmetry in the channel flow
causes the vortices to travel in parallel paths down the channel
centerline. No periodic waviness was observed in the tip vortices
for the experimental range studied. Vortex circulation was seen to
increase with Rec , L, and a as with the flat-plate flows. For a
constant wing geometry, the dimensionless vortex strength in-
creased by as much as 300 percent when Redh increased from 400
to 2000. The vortices had a significant local convective effect on
both channel walls, and although not reported in prior research,
the impact on the non-winged wall must be taken into account
when considering the heat transfer enhancement of tip vortices in
developing channel flows. Local enhancements as large as 150
percent~compared to a channel flow with no vortex generator!
occurred where the vortex flow was directed toward the surface.
Maximum average mass transfer enhancements of approximately
20 percent, 40 percent, and 50 percent were obtained for the entire
channel for Redh5400, 1200, and 2000 respectively. The pressure
drop penalty in the channel flow with a vortex generator increased
with Rec , L, anda. For L52.0 anda555 deg, the ratio of the
pressure drop with the vortex generator to the pressure drop in the
unenhanced channel flow was approximately 1.5, 1.7, and 2.1 for
Redh5400, 1200, and 2000 respectively.

Application of these results might be realized by placing delta-
wing vortex generators on the inlet face of a continuous-fin heat
exchanger~see ElSherbini and Jacobi@25#!. The current findings
support earlier research identifying trends in heat transfer en-
hancement and pressure-drop penalty as a function of Reynolds
number, attack angle and aspect ratio for wing-type vortex gen-
erators, and buttress earlier work showing promise for this en-
hancement strategy. The inclusion of development effects suggests
the heat transfer engineer might use flow depth and face-area
tradeoffs in seeking near-optimum, vortex-enhanced heat ex-
changers. Because of their relative geometric simplicity as flow
manipulators, it might desirable to implement vortex generators
with adaptive attack angles, so the heat transfer surface can re-
spond to a demand for increased duty with a higher attack angle,
and when heat duty is not required, the attack angle can be re-
duced for lower pressure drop operation.

Nomenclature

A 5 area,@m2#
a 5 radius dividing the free and forced vortex regions,

@m#
Ac 5 minimum free flow area,@m2#
b 5 span of vortex generator,@m#
c 5 chord length of vortex generator,@m#

Fig. 15 Pressure-drop penalty for VG enhanced channel flow,
over a range of aspect ratio, attack angle and Reynolds num-
ber: „a… LÄ0.5; „b… LÄ1.25; and „c… LÄ2.0 „c Õd hÄ0.95, L Õc
Ä11.43….
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dh 5 hydraulic diameter,dh54AcL/AT @m#
Gz 5 Graetz Number,x/dhRedhSc, @2#
hm 5 local mass transfer coefficient,@m/s#
hm 5 average mass transfer coefficient,@m/s#

k 5 thermal conductivity,@W/m•K#
L 5 plate length,@m#
m 5 mass of naphthalene specimen,@kg# or parameter

specifying streamwise pressure gradient for boundary
layer solution,@2#

N 5 rotation rate of vortex meter,@s21#
P 5 pressure,@kPa#
r 5 radial distance,@m#

r v 5 radius of vortex tube,@m#
R 5 ratio of enhanced-to-unenhanced

Re 5 Reynolds number,UL/n, @2#
s 5 one-half distance between vortex cores,@m#

Sc 5 Schmidt number,m/rDAB , @2#
Sh 5 local Sherwood number,hmLc /DAB

Sh 5 average Sherwood number,hmLc /DAB , @2#
U 5 air velocity, @m/s#

Va,b 5 induced velocity of vortex a from vortexb, @m/s#
Va,y 5 induced velocity of vortex a iny direction,@m/s#

w 5 width of naphthalene strip on fin,@m#
x 5 streamwise coordinate,@m#

xL 5 length of integration for average mass transfer re-
sults,@m#

y 5 transverse coordinate,@m#
z 5 coordinate normal to plate surface,@m#

Greek

a 5 wing angle of attack,@deg#or thermal diffusivity,
@m2/s#

d 5 velocity boundary layer thickness,@m#
dc 5 core-to-plate distance,@m#
ds 5 concentration boundary layer thickness,@m#

dsb 5 local naphthalene sublimation depth,@m#
G 5 vortex circulation,@cm2/s#
g 5 ratio dc /s, @2#
L 5 wing aspect ratio~See Fig. 1!,@2#

lw 5 characteristic wavelength of vortex tube waviness,
@m#

n 5 kinematic viscosity,@m2/s#
z 5 ratio of dc /dbl , @2#

Subscript

dh 5 quantity defined with respect to the hydraulic diam-
eter

L 5 quantity defined with respect to the plate length
p 5 pressure drop
v 5 property of vapor phase or property of vortex

Sh 5 Sherwood number
xL 5 quantity defined with respect to the integration length
` 5 property evaluated in freestream
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Numerical Simulations of
Resonant Heat Transfer
Augmentation at Low Reynolds
Numbers
The effect of flow rate modulation on low Reynolds number heat transfer enhancement in
a transversely grooved passage was numerically simulated using a two-dimensional spec-
tral element technique. Simulations were performed at subcritical Reynolds numbers of
Rem5133 and 267, with 20 percent and 40 percent flow rate oscillations. The net pump-
ing power required to modulate the flow was minimized as the forcing frequency ap-
proached the predicted natural frequency. However, mixing and heat transfer levels both
increased as the natural frequency was approached. Oscillatory forcing in a grooved
passage requires two orders of magnitude less pumping power than flat passage systems
for the same heat transfer level. Hydrodynamic resonance appears to be an effective
method of increasing heat transfer in low Reynolds number systems, especially when
pumping power is at a premium.@DOI: 10.1115/1.1517273#

Keywords: Augmentation, Enhancement, Heat Transfer, Instability, Unsteady

Introduction
Miniaturization of electronic components has increased circuit

junction density and the associated heat loads that must be re-
moved to maintain reliable operation. New technologies allow
micro-scale coolant passages to be cut directly into a variety of
silicon circuit substrates. This technique reduces the thermal re-
sistance between junctions and coolant passageways compared to
‘‘strap-on’’ heat sink techniques. Moreover, the small dimensions
of the passages lead to very large heat transfer coefficients even at
low Reynolds numbers@1,2#.

The small surface area and lack of convective mixing associ-
ated with micro-channels are a limitation to their heat transfer
performance. Fins, offset strips and jet array impingement are
routinely used to increase convection in full-sized devices@3#.
However, these features are subject to fouling and manufacturabil-
ity problems in micro-scale systems. Moreover, they require the
use of more powerful prime movers, which may be problematic in
micro-devices. Finally, these techniques are not specifically de-
signed to enhance convective mixing.

In recent years, a number of researchers have considered pas-
sage configurations that enhance mixing and heat transfer by trig-
gering flow instabilities. Transversely grooved channels@4–6#,
passages with eddy promoters@7,8#, and communicating channels
@9# all contain features whose sizes are roughly half the channel
wall to wall spacing. These structures excite normally damped
Tollmien-Schlichting waves at moderately low Reynolds
numbers.

The current authors have presented a series of studies on flow
destabilization in rectangular cross section channels with trans-
verse grooves cut periodically into the walls. Visualizations in a
range of passage geometries show that the critical Reynolds num-
ber ReC where two-dimensional waves first appear decreases as
the spacing between grooves is reduced@10#. For a sawtooth-
shaped wall with no spacing between grooves, two-dimensional
waves first appear at ReC5350, followed by a rapid transition to
three-dimensional mixing@11#. Fully developed heat transfer us-

ing air is enhanced relative to laminar flat channel flow by as
much as a factor of 4.6 at equal Reynolds numbers and by a factor
of 3.5 at equal pumping powers@12–15#.

Numerical and experimental studies of hydrodynamic reso-
nance show that Tollmien-Schlichting waves may also be trig-
geredbelowthe critical Reynolds number by modulating the flow
rate at the natural frequency of the waves@4,5,16#. Experiments
and simulations were performed forsparselygrooved passages in
which two-dimensional waves first appeared at ReC52000 ~the
onset of three-dimensional mixing in a flat passage occurs at
Rem52800 @17#. At a subcritical Reynolds number of Rem
51400 (Rem /ReC50.7), a 20 percent flow rate modulation at the
correct frequency more than doubled the heat transfer.

Problem Definition
The current work has two goals. The first is to determine if

resonant heat transfer augmentation provides significant enhance-
ment at the low Reynolds numbers where micro-channels typi-
cally operate@1,2#. The second goal is to compare the pumping
power required to enhance heat transfer using resonant flow rate
modulation with the power required to reach the same heat trans-
fer level by simply increasing the flow rate. In this work, numeri-
cal simulations are performed in the rectangular cross section pas-
sage with sawtooth walls shown in Fig. 1. The minimum and
maximum wall-to-wall spacing areHmin50.01 m and Hmax
50.034 m respectively, and the groove length isL50.024 m. This
geometry was chosen because it has a critical Reynolds number of
ReC5350, which is the lowest value of any geometry examined
by Greiner@10#. The large dimensions of the current study were
chosen as a practical size for future bench-scale experiments that
will be performed to validate the simulation results. Typical
micro-scale dimensions are much smaller.

We choose themeanwall-to-wall spacing as the characteristic
dimension for this passage,H5(Hmin1Hmax)/2, with a corre-
sponding hydraulic diameter ofDh52H. This allows the results
of the current study to be directly compared to a flat passage
whose wall-to-wall spacing is equal to the mean spacing of the
current grooved passage. The volume of the flat passage is also
equal to that of the grooved channel.
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The coolant for this study is modeled as constant-property room
temperature air with thermal conductivityk, densityr, thermal
diffusivity a t , molecular Prandtl number Pr, and kinematic vis-
cosity n. The working fluid flows from left to right in Fig. 1. Its
volumetric flow rate per unit length normal to the plane of Fig. 1,
VN(t)5*udy, is modulated sinusoidally with time. The time de-
pendent Reynolds number based on hydraulic diameterDh is

Re~ t !5
Um~ t !Dh

n
5VN~ t !

2

n
5Rem@11h sin~2pFt !# (1)

In this expression, time dependent mean velocity isUm(t)
5VN(t)/H, Rem is the time mean Reynolds number,h is the
oscillatory fraction, andF is the forcing frequency.

In this work, simulations are performed for two subcritical Rey-
nolds numbers Rem5133 and 267, corresponding to ratios of
mean to critical Reynolds numbers of Rem /ReC50.38 and 0.76,
respectively. The higher of these ratios is roughly the same as that
studied by Ghaddar et al.@4# and Greiner@5# at Rem51400. The
lower Reynolds number is deeply in the subcritical range. Simu-
lations are performed for oscillatory fractionsh50 ~steady forc-
ing!, 0.2 and 0.4, and a range for forcing frequencies,F.

In the next section, linear stability results for aflat passage are
used to estimate the forcing frequency that maximizes the heat
transfer in the currentgroovedchannel. We perform numerical
simulations for a range of forcing frequencies centered about the
predicted natural frequencies and determine the effect on time
average heat transfer and pumping power.

Linear Stability of Plane Poiseuille Flow
Linear stability analysis of flat passage flow is generally used to

determine if certain infinitesimal perturbations grow, decay, or
remain unchanged with time@18#. Linear perturbations to plane
Poiseuille flow are generally composed of traveling waves with a
range of wavelengthsl. All two-dimensional perturbations to
laminar flat passage flow decay below a critical Reynolds num-
bers of ReC5UmDh /n515,392~the well-known Orr-Sommerfeld
value of ReC,OS5Umaxh/n55772 is based on the channel half
height h5H/2 and the maximum fluid velocityUmax5(3/2)Um ,
so that ReC,OS53/8 ReC). However, three-dimensionalfinite-

amplitude perturbations first grow at a lower Reynolds number of
Rem52800 and this begins the transition to turbulence.

At any location within a plane passage the amplitude of each
perturbation wave varies with timet according toeGt sin(2pFt),
whereG is its dimensional growth rate andF is its dimensional
natural frequency. The values ofG andF for different perturbation
wavelengths and Reynolds numbers are found from solutions to
the Orr-Sommerfeld linearized equation of motion. Figures 2 and
3 show dimensionless growth rateV i52pGH/(3Um) and di-
mensionless natural frequencyV r52pFH/(3Um) versus dimen-
sionless wavenumbera5pH/l for a range of Reynolds numbers.

Figure 2 shows that at the critical Reynolds number ReC
515,392 anda51.03, the dimensionless growth rate isV i50.
This indicates that perturbations of wavelengthl5pH/a
53.05H are neutrally stable~neither grow nor decay!. All distur-
bances for Rem,ReC decay with time since they have negative
growth rates. However, for;533,Rem,ReC , each Reynolds
number exhibits a maximum growth rate at wavenumbers between
1.03<a<1.3. This indicates that certain wavelengths decay more
slowly than the rest.

Ghaddar et al.@4# and Greiner@5# both studied resonant heat
transfer enhancement at Rem51400. This Reynolds number is in
the range that exhibits a peak in the growth rate curve. The Rey-
nolds numbers of interest in the current paper are Rem5133 and
267. Figure 2 shows that there are no peaks in the growth rate
curves at these low Reynolds numbers. However, both curves are
inflected ~zero curvature!at a>1.3, and this appears to be the
only remnant of the peaks observed at higher Reynolds numbers.
This wavenumber corresponds to perturbation wavelength ofl
5pH/a52.4H. The periodicity length of the current grooved
passageL52.4 Hmin , was chosen to be compatible with this
wavelength (Hmin was chosen instead ofH because the external
channel flow with steady forcing moves essentially parallel to the
x-direction, similar to an ungrooved passage!. Figure 3 shows that
at Rem5133 and 267, the dimensionless frequency for waves with
a>1.3 areV r50.73 and 0.69, respectively. The corresponding
dimensional natural frequencies at Rem5133 and 267 are there-
fore FN5(3Vr /2p)(Um /Hmin)53nVr Re /(4pHmin

2 )54.24 and
8.04 Hz, respectively.

Numerical Methods
Figure 1 shows the two-dimensional spectral element mesh em-

ployed in this work. The upper and lower boundaries are no-slip
solid walls, and the flow is form left to right~in the positive
x-direction!. The domain consists of four grooves with a domain
length Ld54 L. Periodic inlet/outlet conditions are employed to
model fully developed flow. Multiple grooves are employed so
that long wavelength modes, which may exist at low Reynolds
numbers, will be observed. Heat transfer for constant temperature
walls is modeled.

In the spectral element method@19,20# the velocity, data and
geometry are expressed as tensor-product polynomials of degree

Fig. 1 Spectral Element Mesh. The flow is from left to right
and periodic inlet Õoutlet conditions are employed.

Fig. 2 Orr-Sommerfeld growth rate versus wavenumber and
Reynolds number

Fig. 3 Orr-Sommerfeld frequency versus wavenumber and
Reynolds number
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N in each ofK spectral elements, corresponding to a total grid
point count of roughlyKN2. Numerical convergence is achieved
by increasing the spectral orderN. The present calculations were
carried out at a base resolution ofK5782,N55. Resolution tests
with N57 indicated a 0.096 percent change in Nusselt number at
the resonant forcing condition for Rem5267.

The present simulations use consistent approximation spaces
for velocity and pressure, with pressure represented as polynomi-
als of degreeN-2 @20,21#. The momentum equations are ad-
vanced by first computing the convection term, followed by a
linear Stokes solve for the viscous and pressure terms. The decou-
pling allows for convective Courant numbers greater than unity
while maintaining third-order accuracy in time. Full details of the
method can be found in@21#. The flow is driven from left to right
in the periodic domain by a time-varying body force per unit mass
f x5(2dp/dx)/r. This forcing is determined so that the mass
flow rate through the domain varies sinusoidally with time@22#.

The thermal problem for the periodic domain requires careful
treatment. If one simply specifies zero-temperature conditions on
the walls then the solution eventually decays to zero. To produce
the desired spatially fully-developed state requires that the tem-
perature profiles at the inlet and outlet be self-similar, that is,
T(x5Ld ,y,t)5CT(x50,y,t), with T>0 andC,1. The solution
technique for computing the fully developed temperature field for
constant temperature boundary conditions follows the analysis of
Patankar et al.@23#. The energy equation and associated initial
and boundary conditions are

]T

]t
1Ū•¹T5a•¹2T (2a)

T~x,y,t50!5Tinit~x,y! (2b)

T~x,y,t !50 on the walls (2c)

T~x5Ld ,y,t !5e2cLdT~x50,y,t ! (2d)

where Ū5(u,v) is the convecting velocity field determined by
the hydrodynamic part of the computation. Equation~2d! corre-
sponds to the fully developed condition where the temperature
profile is self-similar in each successive domain in the periodic
sequence, that isT(x1Ld ,y,t)5e2cLd

•T(x,y,t) for all (x,y,t),
wheree2cLd5C. The decay constantc is determined as part of
the computation and is proportional to the log-mean Nusselt num-
ber. The fact that each domain independently satisfies the homo-
geneous Eq.~2! and that we are considering fully developed so-
lutions that are independent ofTinit implies that the solution to Eq.
~2! for each domain would yield the same value ofc. Hence,c
cannot be a function ofx. Moreover, since the log-mean Nusselt
number is constant,c cannot be a function of time even when the
flow is itself unsteady.

Any function satisfying the above self-similar condition has the
unique decomposition T(x,y,t)5e2cxu(x,y,t), where u(x
1Ld ,y,t)5u(x,y,t) is a periodic function. Thus, the computa-
tion of T is reduced to the computation of the periodic temperature
function u, and the constantc. Substituting this decomposition
into Eq. 2 yields:

]u

]t
1Ū•¹u2a•¹2u5~a•c21uc!u22a•c

]u

]x
(3a)

u~x,y,t50!5u init~x,y! (3b)

u~x,y,t !50 on the walls (3c)

u~x5Ld ,y,t !5u~x50,y,t ! (3d)

Since the fully developed solution is independent of the initial
condition we may arbitrarily assignu init , which is typically set to
unity when starting from rest, or to a prior converged result when
starting from an existing flow-field. Equation~3a! is solved using
a semi-implicit time-stepping procedure similar to that for our

Navier-Stokes solver. The diffusive terms are treated implicity
while the convective terms are treated explicitly. In addition, all
terms on the right of Eq.~3a! are treated explicitly using the latest
available value forc.

In the steady state case (]/]t50), Eq.~3! constitutes an eigen-
problem for the eigenpair (c,u). The constantc corresponds to the
decay rate of the mean temperature in thex-direction. As such, a
larger value ofc implies more rapid decay and more effective heat
transfer ~larger log-mean Nusselt number!. In the convection-
dominated limit where the Peclet numberUmDh /a t is large, Eq.
~3a! becomes a linear eigenvalue problem. In this case, standard
iterative methods for computing the lowest value ofc ~corre-
sponding to the most slowly decaying mode inx! can be used
even when the nonlinear (c2) term in Equation~3a! is not identi-
cally zero. We find that this method accurately computes the de-
cay rate and Nusselt numbers for steady flows in square and round
ducts@24#.

For steady-periodic flows with periodt, the temperature is pe-
riodic in time, implyingT(x,y,t1t)5T(x,y,t). Sincec is inde-
pendent of time, this implies thatu(x,y,t1t)5u(x,y,t). If the
value ofc is not chosen correctly, this condition will not be sat-
isfied. A robust approach to computingc is obtained by multiply-
ing Eq.~3a! by u, integrating over the domainV, and simplifying
to yield:

1

2

d

dt EV
u2dV5E

V
@~ac21uc!u22a¹u•¹u#dV (4)

While we do not expect the time derivative of the average tem-
perature~represented by the left-hand side of Eq.~4!! to be iden-
tically zero, it will in general be less than the time derivative ofu
at any one point in the domain. Moreover, if we integrate the
right-hand side of Eq.~4! from time t to t1t, the resultant quan-
tity must be zero due to the temporal periodicity.

This suggests a two-tier strategy for computingc in the un-
steady case. Initially, we determinec such that the right hand side
of Eq. ~4! is identically zero at each time step. This permits a
relatively coarse but quick determination ofc andu. We use this
value ofc to advanceu for one or more periods, and monitor the
decay or growth of*u2dV. At the end of each trial period, we
adjustc until convergence is attained. Once the decay constantc
has converged~typically about 15–20 periods!, averages are taken
over a single period. Simulation times for a single period are
roughly 45 min on a two-processor 500 MHz DEC Alpha cluster.

The current numerical technique has been used to simulate
highly unsteady three-dimensional flows at Re51600 in the same
grooved passage under investigation in the present study@14#. The
local and spatially averaged results from that study were in excel-
lent agreement with experimental data. No experimental data for
unsteadily forced flow in the current passage geometry are avail-
able to validate the results. However, because the Reynolds num-
ber is well below the values considered in our previous work, we
are reasonably confident of the numerical technique’s ability to
accurately simulate the heat transfer in these flows.

Results
Figure 4 shows streamlines for Rem5267 andh50 ~no un-

steady forcing!. The critical Reynolds number for this passage is

Fig. 4 Streamlines for Re Ä267, steady forcing
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ReC5350, and the flow field at this subcritical Reynolds number
is steady. The flow field is identical from groove to groove. The
outer channel flow moves essentially parallel to thex-direction
with no significant transverse motion. Finally, the grooves are
filled with slowly turning vortices.

Figure 5 shows streamlines for unsteadily forced flow at Rem
5267, h50.4, andF55.53 Hz. Streamlines are shown at six
equally spaced dimensionless times,Ft50.26, 0.46, 0.66, 0.86,
1.06, and 1.26~see Eq.~1!! after periodic flow is established. The
streamlines at each time are essentially symmetric about the chan-
nel centerline, and the flow field is identical from groove to
groove. The flow in the grooves is not strongly separated atFt
50.26, which is just after the maximum flow rate is reached. It
exhibits only small vortices on the leeward surface of each
groove. For 0.26,Ft,0.86 the flow rate decelerates and then
begins to re-accelerate. During this period the vortices grow and
their centers move downstream. The vortices essentially disappear
at Ft51.06 when the flow begins to strongly accelerate. We see
that modulating the flow rate under these conditions clears away
the slowly turning groove vortices observed in Fig. 4.

Figures 6~a!and 6~b!show the time dependent Reynolds num-
ber and Fanning friction factor versus dimensionless time for
Rem5267, h50.4 and a range of forcing frequencies 4.74 Hz
<F<11.06 Hz. The time dependent Reynolds number versus di-
mensionless time varies sinusoidally and is identical for all seven
forcing frequencies. The friction factor based on time dependent
pressure gradient is defined as

f ~ t !5F2
dp

dx
~ t !G Dh

2rŪm
2

5 f x~ t !
Dh

3

2 Rem
2 n2 (5)

In this expression,Ūm is the time average value ofUm , and
f x(t)5(2dp/dx)/r is the time dependent body force, which is
determined within the simulation so that the flow rate will follow
the prescribed variation. The variation of the friction factor is
nearly sinusoidally with time. The amplitude of the friction factor
oscillation clearly increases with forcing frequency. Careful ex-
amination of Fig. 6~b!shows that the time mean value also in-
creases withF. The phase shift between the friction factor and
Reynolds number~flow rate! increases with forcing frequency as
well. For F>6.32 Hz, the phase shift is nearly one quarter of the
oscillatory period, corresponding to a phase angle of nearlyp/2.

Because the flow rate varies with time, the pumping power
required to modulate the flow also varies during the forcing cycle.
The pumping power per unit volume is (Um)(2dp/dx). Figure
6~b! shows thatf (t) ~and hence the pressure gradient2dp/dx) is
positive and negative during different portions of the oscillatory
period. Power must be suppliedto the flow during periods when
(2dp/dx).0, and may be extractedfrom the flow when
(2dp/dx),0. The dimensionlesstime-averagepumping power
quantifies thenet power input required from an external prime
mover. This quantity is defined as:

Fig. 5 Streamlines for Re Ä267, hÄ0.4, FÄ5.53 Hz at dimen-
sionless times FtÄ0.26, 0.46, 0.66, 0.86, 1.06, and 1.26

Fig. 6 „a… Reynolds number and „b… fanning friction factor ver-
sus dimensionless time for Re Ä267, hÄ0.4
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2 E

0

Ft51

f ~Ft !Re~Ft !d~Ft ! (6)

The second equality in this expression shows that the dimension-
less pumping power may be evaluated by time integrating the
product of the friction factor and Reynolds number data presented
in Fig. 6. The phase shift between Re(t) and f (t) therefore affects
the integration.

Figure 7 shows the dimensionless time-average pumping power
versus forcing frequency at Rem5133 and 267. Results are pre-
sented forh50 ~steady forcing!, 0.2 and 0.4. Results are also
presented for a flat passage~using f 524/Rem in Eq. ~6!!. For
steadily forced flow (h50) the grooved passage pumping power
is roughly six times larger than the flat passage level for both
Rem5133 and 267. The smaller minimum wall-to-wall spacing in
the grooved channel causes this.

At Rem5267, the pumping power ath50.4 is roughly 40 per-
cent higher than that for steady flow. However, the pumping
power is minimized atF>7.5 Hz. Figure 6 showed that both the
amplitude and mean value off (t) increase with forcing frequency.
However, thephase shiftbetweenf (t) and Re(t) causes the net
power requirement to decrease asF increases forF,7.5 Hz, and
then increase at higher forcing frequencies. At Rem5267 andh
50.2, the net pumping power is roughly 11 percent higher than
for steadily forced flow, but it is minimized atF>6.3 Hz. The
forcing frequencies that minimize the pumping power are some-
what smaller than the predicted resonant frequency ofFN
58.04 Hz. Nonlinear effects at finite oscillatory fractions may
cause the lower frequency.

At Rem5133, the pumping power ath50.4 is roughly 20 per-
cent higher than that for steadily forced flow. The minimum
pumping power is atF54 Hz, which is also somewhat lower than
the predicted value ofFN54.24 Hz. Forh50.2 the pumping
power is within 1 percent of that for steady forcing.

The pumping power data presented in Fig. 7 represent the mini-
mum input from a prime mover ifall the work extracted during
periods of (2dp/dx),0 is delivered back to the flow during
periods of (2dp/dx).0. A flexible bladder or cylinder/flywheel
device may be able to extract some energy from the flow and
deliver it back at appropriate times in the cycle. However, friction
and finite speed will not allow this device to operate reversibly.
The net energy input for a real device will depend on the design of

an energy storage and return system. The net pumping power
levels reported in Fig. 7 represent a lower limit for a reversible
system.

Figure 8 shows the spatial variation of the local Nusselt number
for Rem5267 for steady forcingh50 and for unsteady forcing
with h50.4 andF55.53 Hz. Results from all four grooves are
plotted in the figure but essentially overlap. The local Nusselt
number is based on the hydraulic diameter and projected surface
area and defined as:

Nu~x!5

2
dTm

dn̂
~x!

Tb~x!

Dh

s
(7)

In this expression, the temperature gradient is evaluated in the
direction normal to the wall and the wall direction cosine iss
50.7071. The local bulk temperature is

Tb~x!5
*um~x,y!Tm~x,y!dy

*um~x,y!dy
(8)

whereum(x,y) and Tm(x,y) are the local velocity and tempera-
ture time averaged over one forcing cycle, and both integrals are
evaluated from the top to the bottom of the domain.

The heat transfer on the windward surface of the groove (0.5
<x/L<1) is significantly greater than that on the leeward face
(0<x/L<0.5) for both steady and unsteady forcing. This is
caused by the rotation direction of the groove vortex. The inflec-
tion atx/L50.3 is caused by the impingement of the groove vor-
tex at that location. The strong clearing of the fluid from the
groove ath50.4 andF55.53 Hz~seen in Fig. 5!causes the heat
transfer at all locations to be significantly higher than for steady
forcing.

Figure 9 shows the log-mean Nusselt number versus forcing
frequency at Rem5133 and 267. Grooved channel results are pre-
sented forh50 ~steady forcing!, 0.2 and 0.4. The flat passage
Nusselt number NuLM57.54 is based on laminar flow (Rem
<2800). The natural frequencies predicted from linear stability
theory are also shown. The log-mean Nusselt number is based on
the projected surface area and the mean hydraulic diameter and is
defined as

NuLM5
QDh

ApTLMk
5RemPr

Hc

2
(9)

In this expression, the total heat transfer rate per unit length nor-
mal to the plane of Fig. 1 isQ5rVN@TB(x50)2TB(x5Ld)#, the
projected surface area per unit length normal to the plane isAp
52Ld , and the log mean temperature difference isTLM

Fig. 7 Dimensionless pumping power versus forcing fre-
quency, Reynolds number and oscillatory fraction

Fig. 8 Spatial variation of local bulk Nusselt number at Re m
Ä267 with steady and unsteady forcing
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5@TB(x50)2TB(x5Ld)# / ln@TB(x50) / TB(x5Ld)#5 @TB(x50)2TB(x5Ld)# /
cLd , ~note thatTB(x50) /TB(x5Ld)5ecLd, wherec is the eigen de-
cay rate constant described in the numerical methods section!.

For steady forcing (h50) the grooved passage Nusselt number
increases with Reynolds number even though the laminar flat pas-
sage value is constant. The steadily forced grooved channel Nus-
selt numbers at Re5133 and 267 are 23 percent and 30 percent
above the flat passage value, respectively.

The heat transfer exhibits a resonant response to oscillatory
forcing and peaks at forcing frequencies that are somewhat below
the values predicted from Orr-Sommerfeld theory. Table 1 sum-
marizes the peak enhancement factors for different unsteady forc-
ing conditions. For Re5267, the peak heat transfer withh50.4 is
at F56 Hz and is 50 percent above the steadily forced value. The
peak with h50.2 is atF56.7 Hz and is 26 percent above the
steadily force case. For Re5133, the peak heat transfer withh
50.4 is 20 percent above the steadily forced value and is atF
53.1 Hz. The peak withh50.2 is 6 percent above and is atF
53.3 Hz. By comparison, resonance in a sparsely grooved pas-
sage at Rem51400 withh50.2 increases the heat transfer by 100
percent@4,5#. These data show that the maximum heat transfer
enhancement factors increase with Reynolds number and with os-
cillatory fraction.

Figure 10 shows the log-mean Nusselt number versus net re-
versible pumping power for Rem5133 and 267. Results at each
Reynolds number are given forh50 ~steadily forced flow!, 0.2
and 0.4. Comparisons are also made to flat passage results in the
laminar and transitional regimes. For a flat passage the flow is
laminar up to Rem52800 and the fully developed Nusselt number
is independent of Reynolds number. At Rem52800 the dimension-
less pumping power isC5Rem

3 f51.883108 ~where f 524/Rem).
In the transition region Rem.3000, the Nusselt number increases
with Reynolds numbers and hence with pumping power@25#.

Grooved passage heat transfer levels are significantly higher
than those in flat passages for the same pumping power. Since the
flat passage laminar Nusselt number is independent of Reynolds
number, a plane channel needs to operate in the transitional re-
gime to reach the Nusselt numbers calculated for a steadily forced

(h50) grooved channel. Figure 10 shows that a flat passage op-
erating in the transitional regime requires significantly more
pumping power than a grooved passage operating at a low Rey-
nolds number. Oscillatory forcing greatly increases the grooved
passage heat transfer with only minor changes in the pumping
power. At Rem5267, oscillatory forcing withh50.4 nearly
doubles the heat transfer compared to flat passage flow with no
increase in net reversible pumping power costs. Alternately, to
reach a heat transfer level of NuLM510, oscillatory flow in a
grooved passage requiredtwo orders of magnitudeless pumping
power that a flat passage system. This conclusion is based on a
reversible energy extraction and delivery system. Oscillatory forc-
ing requires special plumbing systems and increases the complex-
ity of the prime mover. However, it appears to be a very effective
method of increasing heat transfer in low Reynolds numbers sys-
tems such as micro-channels, especially if prime mover pumping
power is limited.

Conclusions
The effect of flow rate modulation on hydrodynamic resonance

and heat transfer enhancement in a transversely grooved passage
was numerically simulated using a two-dimensional spectral ele-
ment technique. Linear stability theory was used to estimate the
natural frequency that maximizes the effect on transport. Simula-
tions were performed at moderately low mean Reynolds numbers
of Rem5133 and 267, with 20 percent and 40 percent flow rate
oscillations.

The pumping power required to modulate the flow rate at given
oscillatory amplitude wasminimizedas the forcing frequency ap-
proached the natural frequency. However, the flow mixing and
heat transfer levels bothincreasedas the natural frequency was
approached. Hydrodynamic resonance enhances heat transfer at
Reynolds numbers as low as Rem5133, which is applicable to
micro heat transfer devices. However, as the Reynolds number
decreases, the oscillatory fraction required for a given enhance-
ment factor increases.

Flat passages need to operate in the transitional regime (Rem
.3000) to achieve the heat transfer levels calculated for grooved
passages at Re5133 or 267. As a result, oscillatory forcing in a
grooved passage requires twoorders of magnitudeless pumping
power than flat passage systems for the same heat transfer level.
Oscillatory forcing may require special plumbing systems and in-
crease the complexity of the prime mover. However, it appears to
be an effective method of increasing heat transfer in low Reynolds
number systems such as micro channels, especially when the
pumping power is limited.

Fig. 9 Log-mean Nusselt number versus forcing frequency,
Reynolds number and oscillatory fraction

Fig. 10 Log-mean Nusselt number versus dimensionless
pumping power

Table 1 Peak enhancement factors for different mean Rey-
nolds numbers and oscillatory fractions

1174 Õ Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments
This work was supported in part by the Mathematical, Informa-

tion, and Computational Sciences Division subprogram of the Of-
fice of Advanced Scientific Computing Research, U.S. Depart-
ment of Energy, under Contract W-31-109-Eng-38.

Nomenclature

c 5 decay constant
Dh 5 hydraulic diameter, 2H

F 5 dimensional frequency
FN 5 dimensional natural frequency predicted from linear

stability theory
f 5 fanning pressure gradient

f x 5 fluid body force per unit mass in thex-direction
G 5 dimensional growth rate
H 5 mean channel wall-to-wall spacing

Hmax 5 maximum channel wall-to-wall spacing
Hmin 5 minimum channel wall-to-wall spacing

k 5 fluid thermal conductivity, 0.0263 W/m° C
K 5 number of spectral elements
L 5 groove length

Ld 5 domain length
N 5 spectral element order

Nub 5 bulk Nusselt number based on projected area
Pr 5 fluid molecular Prandtl number, 0.70

Re(t) 5 time dependent Reynolds number,Um(t)Dh /n
ReC 5 critical Reynolds number
Rem 5 time mean Reynolds number

t 5 time
T 5 temperature

Tb 5 bulk temperature
u, v 5 velocity components in thex andy-directions

Um(t) 5 time dependent meanx-velocity at the mean channel
cross-section

Ūm 5 time average value ofUm
Umax 5 maximumx-velocity at the mean cross-section

VN 5 volumetric flow rate per unit channel width

Greek

a 5 dimensionless wave number
a t 5 thermal diffusivity, 2.6331025 m2/s
n 5 fluid kinematic viscosity, 1.8431025 m2/s
h 5 oscillatory fraction
c 5 dimensionless pumping power per unit volume
u 5 periodic temperature
r 5 fluid Density, 1.006 kg/m3

t 5 period of local time variations
V 5 computation domain

V i 5 dimensionless growth rate
V r 5 dimensionless natural frequency
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Computation of Sub-Micron
Thermal Transport Using an
Unstructured Finite Volume
Method
An unstructured finite volume scheme is applied to the solution of sub-micron heat con-
duction problems. The phonon Boltzmann transport equation (BTE) in the relaxation time
approximation is considered. The similarity between the radiative transfer equation (RTE)
and the BTE is exploited in developing a finite volume scheme for the BTE. The spatial
domain is divided into arbitrary unstructured polyhedra, the angular domain into control
angles, and the frequency domain into frequency bands, and conservation equations for
phonon energy are written. The unsteady wave propagation term, not usually present in
thermal radiation problems, is differentiated using a fully implicit scheme. A sequential
multigrid scheme is applied to solve the nominally linear set. Isotropic scattering due to
a variety of mechanisms such as impurity and Umklapp scattering is considered. The
numerical scheme is applied to a variety of sub-micron conduction problems, both un-
steady and steady. Favorable comparison is found with the published literature and with
exact solutions. @DOI: 10.1115/1.1518495#

Keywords: Computational, Conduction, Heat Transfer, Microscale, Modeling

Introduction
Heat conduction at very small scales is becoming increasingly

important in the development of microelectronics, thin films, su-
perlattices, nanomaterials and in short-pulse laser heating@1#. In
silicon-on-insulator~SOI! devices, for example, a thin layer of
silicon is supported by a thick low-conducting silicon dioxide
layer. Lateral conduction in the silicon layer is critical in main-
taining device temperature at acceptable levels. As device dimen-
sions fall further, and the silicon layer thickness falls below the
phonon mean free pathL ~'300 nm at room temperature!, sub-
continuum effects are expected to become increasingly important.
Phonon confinement effects due to boundary scattering have been
shown to decrease the effective conductivity of thin silicon layers
@2# with deleterious effects on the thermal control of microelec-
tronics. When the size of heat sources becomes comparable toL,
again, sub-micron effects must be accounted for@3,4#. Sub-
continuum interface effects become very important in superlat-
tices and periodic thin film structures@5#. Since measurements are
difficult to make at sub-micron scales, simulation is playing an
increasingly critical role in understanding sub-continuum heat
transfer. However, general purpose simulation methodologies re-
main to be developed.

Heat transfer in semiconductors and dielectrics occurs by pho-
non transport. At very small length and time scales conventional
analyses using the Fourier law can yield erroneous results@6,7#. If
L/L<1 but l/L!1 and phase/coherence effects can be ne-
glected, phonons can be treated as particles and the Boltzmann
Transport Equation~BTE! may be used@6,7,8,5,3,4#. An analogy
between the photon BTE in the relaxation time approximation and
the radiative transfer equation~RTE! in thermal radiation has long
been recognized@6#. This similarity has been exploited by re-
searchers in developing numerical methods for solving the BTE.
Kumar et al. @9# developed a differential discrete ordinates
method whereby the angular domain was discretized using tech-

niques similar to the conventional discrete ordinates method@10#;
standard NAG and IMSL routines were used for the spatial opera-
tors. Majumdar and co-workers@6,7# also used a discrete ordi-
nates method with an explicit Euler scheme for unsteady terms
and an upwind differencing of spatial derivatives. These studies
were used to study the conduction behavior of one-dimensional
layers in the presence of various scattering mechanisms, both gray
and frequency-dependent. Sverdrup et al.@4# developed a similar
methodology to study the problem of electro-static discharge
~ESD! in microelectronics. Here, the interest was in delineating
the effect of a small unsteady heat source due to electron-phonon
scattering on the predicted temperature field. Chen@5# considered
the effective conductivity of layers of sub-micron thin films using
a semi-analytical solution to the RTE. A semi-analytical approach
was also taken in predicting non-equilibrium heat conduction in
the vicinity of spherical nanoparticles in@8#.

Nearly all published work in this area is for simple canonical
geometries, and there exist few broadly applicable general pur-
pose methods for predicting sub-micron conduction in real appli-
cations. In recent years, efficient unstructured solution-adaptive
finite volume methods for the solution of the RTE have been
developed@11# to address a variety of complex thermal radiation
problems. In this paper, we extend this class of finite volume
method to the solution of both steady state and transient phonon
Boltzmann transport equation. Both gray and frequency-
dependent problems are addressed. Conjugate heat transfer be-
tween sub-continuum and Fourier conduction regions is consid-
ered. Results using the method are compared to previously
published solutions and are shown to be satisfactory.

Governing Equations
We consider a domain consisting of both sub-continuum and

continuum regions. For the purposes of this paper, a sub-
continuum region is defined as one for which the ratioL/L
>O(1). For such regions, heat conduction is described by the
phonon Boltzmann transport equation. Continuum regions are
those for whichL/L!O(1). Forsuch regions, the Fourier law for
heat conduction is assumed to hold.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 14,
2001; revision received July 22, 2002. Associate Editor: D. Poulikakos.

1176 Õ Vol. 124, DECEMBER 2002 Copyright © 2002 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The phonon Boltzmann transport equation may be written in
the relaxation time approximation in terms of the phonon distri-
bution f v(x,y,z,t,v,v) as @7#:

] f v

]t
1v• f v5

f v
0 2 f v

tv

(1)

Here, v denotes a dependence on the phonon frequency, which
ranges from zero tovd , the Debye cutoff frequency@12#. tv is
the relaxation time, which typically depends on the frequency and
temperature.v is the velocity vector in the directions and is given
by:

v5vs5v~sin u sin f i1 sin u cosf j1 cosuk! (2)

Herev is the phonon group velocity. The anglesu andf are the
polar and azimuthal angles defined with respect to the global Car-
tesian system (x,y,z). For clarity, we assume a single group ve-
locity independent of frequency. More complex dispersion rela-
tionships are easily incorporated if necessary. We assume that
ud /T@1 for simplicity; this restriction is also easily relaxed.

Similar to @6#, we define a phonon intensity as

I v5
1

4p (
p

v f v\vD~v! (3)

Here the summationp is over the three phonon polarizations.D is
the Debye density of states and\5h/2p. Similar to Majumdar
@6#, we may write the equation of phonon radiative transfer
~EPRT!as

1

v

]I v

]t
1¹•~sIv!5

I v
0 2I v

vtv

(4)

I v
0 is given by

I v
0 5

1

4pE4p
I vdV (5)

whereV denotes solid angle.

Boundary Conditions
Though a variety of interface conditions may present them-

selves in micro-scale applications@5#, we consider the following
boundary conditions on the phonon intensity in the present paper.

Thermalizing Boundaries. Thermalizing boundaries are
boundaries at which the temperature may be assumed given. Such
boundaries are assumed to be perfectly absorbing. They corre-
spond to black given-temperature boundaries in radiative transfer.
Here, for directions outgoing from the boundary (s•n,0), the
intensity I v in a frequency range (v12v2) aboutv is given by

E
v1

v2

I v~s!dv5~F~l1Tb!2F~l2Tb!!sTb
4/p (6)

Here l52pv/v. F(lT) is the emissive power fraction associ-
ated with the phonon equilibrium distribution function and is
given by

F~lT!5
15

p4E
C2 /lT

` j3dj

ej21
(7)

Here, C25hv/kB , where kB is the Boltzmann constant. The
Stefan-Boltzmann constant for phonons is taken to be@6#

s5
p2kB

4

40\3v2

Specularly Reflecting or Symmetry Boundaries . At a
specularly reflecting boundary with an outward-pointing normaln
the intensity in the outgoing directions is given by

I v~s!5I v~sr !

where

sr5s22~s•n!n

For continuum regions, the corresponding condition on the tem-
perature is

2k¹T•n50

Interfaces Between Continuum and Sub-Continuum Regions.
Here, the net phonon energy impinging on the interface from the
sub-continuum region is balanced by the conduction heat flux in
the continuum region. If the interface normaln points into the
continuum region, we may write

E
0

vdE
4p

I vs•ndVdv52k¹T•n (9)

Equation~9! determines the interface temperatureTb of the con-
tinuum region. The condition on the outgoing phonon intensity is
given by Eq.~6!.

Recovery of Temperature
In sub-continuum regions, an equivalent equilibrium tempera-

ture may be recovered from the phonon intensity field. If phonon
frequencies in the range (v12v2) are considered, the equivalent
temperature is found from

@F~l1T!2F~l2T!#
sT4

p
5

1

4pEv1

v2E
4p

I vdV dv (10)

If the rangev12v2 does not cover the range (02`), Eq. ~10!
represents an implicit equation inT and iteration is required to
recover it.

Numerical Method
A detailed description of the basic method is available in our

previously published papers@11,13#. The treatment of continuum
regions is described in our previous publications@14#. We briefly
summarize the main ideas behind the discretization of the BTE
below.

Discretization. The spatial domain is discretized into arbi-
trary convex polyhedral control volumes. The angular space 4p at
any spatial location is discretized into discrete non-overlapping
control anglesV i , the centroids of which are denoted by the
direction vectorsi, and the polar and azimuthal anglesu i andf i .
Each octant is discretized intoNu3Nf solid angles. The anglesu
and f are measured with respect to the global Cartesian system
(x,y,z). The angular discretization is uniform; the control angle
extents are given byDu and Df. The frequency domain (0
2vd) is discretized inNb frequency bands of extentDv; these
bands need not be equal in extent, but for simplicity, they are
assumed so in the development that follows.

For each discrete directioni Eq. ~4! is integrated over the fre-
quency bandDv, the volumeDV0 of the control volumeC0 in
Fig. 1, the solid angleV i and the time stepDt to yield

~ I ik2I ik
n21!

DV0DV

vDt
1(

f
uAuJf I ik, f5~ I k

02I ik!
DV0DV

vtk
(11)

Here,I ik is the band-integrated cell centroid intensity in the direc-
tion i and the frequency bandk and is given by

I ik5E
Dvk

I vdv

and is used as the solution variable. The variableI k
0 is the angular

average ofI ik at the cell centroid and is given by
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I k
05

1

4p (
i

I ikDV (13)

Variables at the previous time are superscripted (n21); values at
the current time are un-superscripted. A fully implicit scheme is
used in Eq.~11!; consequently, the transport and scattering terms
are evaluated at the present time.I ik, f is the intensity associated
with the directioni and the frequency bandk at the facef of the
control volume. The quantitytk is scattering time constant in the
frequency bandk. Jf is a geometric factor defined below.

For unstructured meshes, cell faces are arbitrarily oriented with
respect to the angular discretization, and control angle overhang
results @11#. For directions with no control angle overhang, we
write

Jf5ên•E
Du
E

Df
s sin u du df (14)

whereên is

ên5
A

uAu
(15)

Using a standard ‘‘step’’ approximation forI ik, f @10#

I ik, f5I ik,upwind

HereI ik,upwind is the value ofI i in the ‘‘upwind’’ cell. Higher-order
reconstruction of the face value is also possible@13#. For direc-
tions with control angle overhang, a pixelation approach, de-
scribed in Murthy and Mathur@11# is used. Each control angle is
pixelated intoNu1

3Nf1
pixels which are used to compute the

fraction of control angle overhang, which in turn determines the
fraction of the neighbor cell values used to writeI ik, f .

Solution Procedure. The intensity equations result in a set of
coupled nominally linear algebraic equations at each discrete time
instant. An implicit time marching scheme is adopted. Intensities
in each bandk are coupled through theI k

0 term. For the boundary
conditions considered here cross-band coupling occurs only at
conjugate boundaries when phonon energy is redistributed across
frequency. At any given time step, the intensities in each direction
in each band are solved sequentially and iteratively, using prevail-

ing values to resolve nonlinearities. An algebraic multigrid
scheme is used to solve each nominally linear set, as described in
Mathur and Murthy@13#.

Results

Ballistic Transport. The numerical method presented above
has been validated for several steady state cases by applying it to
the solution of the RTE@11,15,16#. In order to validate the method
for transient cases, we first consider the ballistic transport limit of
the BTE for heat transfer between parallel plates separated by
lengthL. Assuming gray behavior, the governing equation is

1

v

]I

]t
1¹•~sI!50 (17)

The left boundary is held atT1530 K and the right boundary at
T25300 K. The medium is atT5T2 at t50.

The exact solution for this problem can be easily determined.
For t* ,1, the net irradiationG defined as

G5
1

4E4p
IdV (18)

is given by

G~x* ,t* !5H G2~12j!1Gj if x* ,t*

G2 otherwise
(19)

wherej50.5(12x* /t* ), x* 5x/L, G15sT1
4 andG25sT2

4. We
define an equivalent temperature,T5(G/s)1/4 and its nondimen-
sionalized value asT* [(T2T2)/(T12T2). Numerical results for
the variation ofT* alongx* are compared with the exact solution
at two time instants in Fig. 2.

As indicated by Eq.~18!, G is composed of the solution of the
BTE over all directions. For any given directions, the solution for
the intensityI in that direction is a step function, moving with a
speedv. In other words, the profile forG is composed of an
infinite number of step solutions. Thus, even though the exactG
profile is linear, this problem is quite challenging from a numeri-
cal solution point of view. Good spatial as well as temporal accu-
racy is required to minimize the numerical diffusion that tends to
smear the step solution in any given direction. Even more impor-
tantly, thecombinationof intensity profiles in all directions must
be correctly represented or else unphysical wiggles in theG solu-
tion result. This combination of effects can be observed in Fig. 2.
At t* 50.1, the coarse solution~obtained using a 40 cell mesh,
231 angular discretization andDt* 51/40) is much more diffuse
compares to the fine solution~obtained with a 160 cell mesh, 831
angular discretization andDt* 51/400). At t* 51.0, the coarse
solution exhibits wiggles in the profile. This results from

Fig. 1 Control volume for phonon energy conservation in
direction s

Fig. 2 Ballistic transport: comparison with exact solution
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the coarse angular discretization. The intensity in a given solid
angle is convected with the same speed; when the solid angle is
large, gross errors in the combined speed of the thermal wave
result. Thus, in addition to fine spatial and temporal discretization,
fine angular discretization is also required. With 831 and 1631
discretizations the solution is significantly better. Since many
micro- and nano-scale thermal problems operate close to the bal-
listic limit, this example points to the need for sufficient angular
resolution in any unsteady computation of phonon transport.

Unsteady Conduction in a Thin Diamond Film. We con-
sider here the case of unsteady heat conduction in a diamond film
of width L, similar to the problem considered by Majumdar and
co-workers@6,7#. The film is initially atT25300 K. At t50, the
left boundary is raised toT15301 K. The objective is to compute
the time evolution of the equivalent temperature defined in Eq.
~10!. Two phonon scattering processes are considered, impurity
scattering and Umklapp scattering@7#. For impurity scattering, the
relaxation timet i is taken to be:

t i5
1

aFhv

Here,R is the radius of the lattice imperfections,a is a constant
that is approximately unity, andh is the number density of impu-
rities. The scattering cross-sectionF is taken to be

F5pR2
j4

j411

where

j5
vR

v

Values of the constants used are given in Table 1. For Umklapp
scattering, the relaxation time is taken to be

tu5A
T

udv
expS ud

gT
D

Values of the constantsA, g and Debye temperatureud are given
in Table 1. Mathiessen’s rule is used to obtain the combined time
constant of the two scattering processes:

1

tv

5
1

t i

1
1

tu

Frequency-dependent calculations are done using three different
film thicknesses,L50.1, 1.0 and 10.0mm. At the frequency cor-
responding to the dominant energy (vdom5kBT/\), the acoustic
thicknessL/vtdom for these three values ranges from 0.224 to
22.4. A mesh of 80 cells is used. An angular discretizationNu
3Nf of the octant of 231 is used for all but the lowest acoustic
thickness, for which an angular discretization of 431 is used. The
frequency domain (02vd) is divided into 29 equal frequency
bands and the relaxation timetv in each band is evaluated at the
mid-point frequency. A dimensionless time stepDt/(L/v) of 0.01
is chosen. Numerical experiments varying these discretizations

were done fort52.24 and indicate that the maximum error in the
equivalent temperature with respect to finer discretization is well
under 1%.

Steady State. The exact solution to one-dimensional gray ab-
sorption in a plane slab in radiative equilibrium is given by@10#:

Fb~t!5
T42T2

4

T1
42T2

4
5

1

2 FE2~t!1E
0

tL

Fb~t8!E1~ ut2t8u!dt8G
(25)

The exact steady state solution to the non-gray scattering problem
may be constructed by using Eq.~25! on a band basis. For a
frequency band spanning the range (vk2vk11), the band equiva-
lent irradiationGk /s5Tk

4 may be found by interrogating Eq.~25!
with boundary temperatures (F(lkT1)2F(lk11T1))1/4T1 and
(F(lkT2)2F(lk11T2))1/4T2 . The acoustic thicknesst is based
on the band relaxation timetk . The overall equivalent tempera-
ture may be found by

T45(
k

Tk
4

Figure 3 shows a comparison of the computed finite volume
solution at steady state with the exact nongray solution for three
acoustic thicknesses. The comparison is found to be good. Tem-
perature jumps are seen at the boundaries for low acoustic thick-
nesses, similar to those found in thermal radiation problems; these
jumps would not be present in corresponding Fourier conduction
solutions.

Unsteady State. Results for unsteady state for the three acous-
tic thicknesses are shown in Figs. 4~a!–~c!. Corresponding plots
for Fourier conduction are also shown. The latter are computed
using the methods outlined in@14#. For acoustic thickness
t50.224, the wave nature of transport is clearly visible, though
scattering tends to spread the wavefront somewhat. The Fourier
solutions tend to reach steady state too quickly for low acoustic
thicknesses, and do not exhibit the temperature jump at the bound-
aries either during the time-evolution or at steady state. For larger
t, the discrepancies between the BTE and Fourier solutions de-
crease, but substantial differences in the evolution speed exist
even att522.4.

Equivalent Conductivity of Array of Sub-Micron Rods.
To demonstrate the geometric flexibility of our scheme, we con-
sider a periodic array of rods embedded in a matrix of interstitial
material as shown in Fig. 5. The array is four rods deep, and has
lateral periodicity as shown. Adjacent rows of rods are displaced
randomly with respect to each other; we present here results from

Table 1 Physical properties of diamond

Fig. 3 Conduction in diamond thin film: comparison with ex-
act steady-state solution
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a single realization where the rows starting from the top are dis-
placed by 0.236928l 0.633978land 0.139087lrespectively with
respect to the bottom row wherel is the width of one module. The
top and bottom boundaries are held atT15300 K andT25301 K
respectively, yielding an emissive power ratio of 1.013; this has
been kept deliberately small to yield thermal conductivities that
are constant with respect to temperature. Both boundaries are as-
sumed to be diffuse emitters and are completely absorbing.

The Fourier law is assumed to hold within the rods; this is valid
if ( d/L)@1. The interstitial region is considered to consist of a

material which may be acoustically thin. Thus, the BTE is solved
in the interstices, while Fourier conduction is solved in the rods.
The interface is assumed diffuse and completely absorbing. The
aspect ratio of the bed depth to the rod diameter (L/d) is assumed
to be 5.333. All computations are gray and steady. Mixed BTE/
Fourier computations are done for a range of acoustic thicknesses
l /(vt). Details of the treatment of translationally periodic bound-
ary conditions used here may be found in@16#. In addition, com-
putations are also done for the case when Fourier conduction is
valid in both the interstices and in the rods. The interstitial con-
ductivity is deduced from kinetic theory@12#.

ki5
1

3
C̄v2t

Fig. 4 Conduction in diamond thin film: unsteady state

Fig. 5 Rod array embedded in matrix

Fig. 6 Detail of mesh

1180 Õ Vol. 124, DECEMBER 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A dimensionless conductivity ratioks1/3C̄v2t50.1 is chosen,
corresponding to a Planck number ofks /(vt)/(4sT1

3) of 0.1364.
A fine mesh of 18592 triangular cells is used in the calculation,

with a 434 angular discretization of the octant with 1310 pixela-
tion to address the non-orthogonal mesh. A detail of a typical
mesh is shown in Fig. 6; nonconformal interfaces between the
modules are admitted in the finite volume formulation. We also
did computations with both finer and coarser triangular meshes;
for the mesh used here, the overall boundary heat flux is accurate
to better than 1%.

Figure 7 shows the ratio of the boundary heat fluxes obtained
from the mixed BTE/Fourier computations and the pure Fourier
cases; this ratio is also the ratio of equivalent bed conductivities
for the two cases. The dimensionless Fourier fluxqL/kiDT is an
invariant. For high acoustic thicknesses, the Fourier and the mixed
BTE/Fourier computations yield the same heat flux, and the ratio
tends to unity. For lower acoustic thicknesses, however, the BTE/
Fourier computations yield a lower heat flux. This is primarily a
result of absorption and diffuse re-radiation in the rods; since the
emission is diffuse, phonon energy is radiated back to the cold
boundary at lower acoustic thicknesses.

Closure
The unstructured finite volume method has been applied to the

computation of steady and unsteady microscale heat transfer using
the phonon Boltzmann transport equation. The method has been
applied to unsteady and steady phonon transport problems, both
gray and non-gray. The method has been shown to address both
continuum and sub-micron heat conduction in an integrated fash-
ion within the same finite volume framework. It ensures energy
conservation in mixed continuum/sub-continuum domains. Since
it admits geometric complexity easily, it forms the basis of a vi-
able tool for computing microscale heat conduction problems.
More complex models based on the BTE, including multiple pho-
non branches and phonon dispersion, may be incorporated within
this framework.
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A 5 area vector
C̄ 5 volumetric specific heat

E1 ,E2 5 exponential integrals
f v 5 phonon distribution function

F 5 emissive power fraction
h 5 Planck constant

I v 5 intensity in frequency bandv
I v

0 5 equilibrium intensity
kB 5 Boltzmann constant
ki 5 interstitial conductivity
ks 5 solid conductivity
L 5 domain length
n 5 unit normal vector

Nu ,Nf 5 polar and azimuthal control angles per octant
q 5 heat flux

qF 5 Fourier heat flux
s 5 ray direction vector~dimensionless!
t 5 time

t* 5 dimensionless timetv/L
T 5 temperature

T1 ,T2 5 boundary temperatures
v 5 phonon velocity vector

xj 5 coordinate direction
DV 5 volume of control volume

L 5 phonon mean free path
l 5 phonon wavelength
V 5 solid angle

V i 5 discrete solid angle associated with directioni
u 5 polar angle

ud 5 Debye temperature
tv 5 frequency-dependent relaxation time
t i 5 relaxation time scale for impurity scattering
tu 5 relaxation time scale for Umklapp scattering
f 5 azimuthal angle
s 5 Stefan Boltzmann constant
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Modeling the Cooling Process
Path of a Dehumidifying Coil
Under Frosting Conditions
Whenever humid air comes in contact with a cooling coil whose temperature is below
both the dew-point of water vapor in air and the freezing point, frost will form. The nature
of the frost forming on the coil will depend to a large measure on the psychrometric
conditions prevailing inside the freezer and whether the air around the coil is subsatu-
rated or supersaturated. Psychrometric theory and the apparatus-dew-point calculating
procedure assume that the cooling process path as the air passes through the coil is a
straight-line on the psychrometric chart. The actual path is however a result of a much
more complex series of processes and is therefore a curve. While researchers have cal-
culated the actual process path on a dehumidifying coil, none has attempted to do the
same for a frosted, multi-row coil. It is believed that determining the actual conditions
leaving a given row in a multi-row freezer coil is a crucial step in identifying the coil
location in the vicinity of which the transformation from the subsaturated zone to the
supersaturated zone occurs. This will prove a key step in identifying a demarcation line
between the unfavorable snow-like frost and the more traditional (and more favorable)
frost formation patterns. Thus, the objective of this paper is to calculate the air path on an
actual industrial-size finned-tube, multi-row coil utilizing experimentally derived data and
correlate the shape of the path with the prevailing psychrometric conditions in the freezer
in the hope of identifying the demarcation line in question.@DOI: 10.1115/1.1494451#

Keywords: Dehumidification, Cooling, Energy, Heat Transfer, Mass Transfer, Frost
Formation

Introduction
In a recent paper by the authors~Sherif et al.@1#!, observations

highlighting the importance of applying psychrometric theory in
the design and operation of freezers were made. The authors ar-
gued that without proper understanding of the theory, freezer op-
eration could be dominated by the presence of unwanted ice crys-
tal formation, snow-like frost accumulation, and severe
degradation in the coil heat transfer performance. A typical ex-
ample that illustrates how the lack of understanding of psychro-
metric theory can be detrimental to freezer operation has to do
with the proper choice of the so-called coil ‘‘TD.’’ The coil ‘‘TD’’
is a term used in the industrial refrigeration community to desig-
nate the difference between the coil entering air temperature and
the coil refrigerant temperature. Prolonged freezer operation under
less-than-optimum conditions typically results in a steady reduc-
tion in the refrigerating capacity. This is primarily caused by a
steady build-up of snow-like frost on the freezer coil as well as on
the suction line of the compressor. In attempting to correct for the
loss of cooling capacity, inexperienced freezer operators are
tempted to decrease the temperature in the suction line of the
compressor. While this may seem like an intuitive remedy, noth-
ing can be further from the truth. Decreasing the suction line
temperature decreases the refrigerant temperature inside the
freezer coil and hence increases the coil ‘‘TD.’’ Increasing the coil
‘‘TD’’ makes it more likely for the cooling process line to cross
the saturation curve into the supersaturated zone of the psychro-
metric chart as was shown by Sherif et al.@1#, thus contributing to
the creation of airborne ice crystals and the subsequent formation
of snow-like frost. Formation of snow-like frost further exacer-
bates the problem.

Despite the fact that the frosting problem has been extensively

researched~see Sherif et al.@2#!, very few looked into the forma-
tion mechanism under supersaturated conditions while accounting
for psychrometric effects. These effects have been routinely ig-
nored by refrigeration system engineers and designers, which
prompted the current investigation. Among the large amount of
work reported for frost formation in the subsaturated zone, gaps
and inconsistencies still exist. These gaps and inconsistencies
have been articulated in detail in Sherif et al.@2#. One of the
problems that seems to have been under investigation deals with
the frost-air interface temperature and how it evolves both spa-
tially and temporally on a frosted surface. Both Padki et al.@3#
and Sherif et al.@4# demonstrated that most of the relevant frost
parameters depend in whole or in part on the interface tempera-
ture. However, more recent studies, such as those of Thomas et al.
@5#, Chen et al.@6,7# and Besant@8#, have provided new experi-
mental data on the frost surface temperature. Results of those
studies should prove useful in developing a better overall under-
standing of the frost formation process at low temperatures. For
finned heat exchangers, which are the subject of the present in-
vestigation, we can find the works of Notestine@9#, Gates et al.
@10#, Huffman @11#, Huffman and Sepsy@12#, Gatchilov and
Ivanova @13#, Kondepudi@14#, Kondepudi and O’Neal@15–22#,
Senshu et al.@23#, Rite and Crawford@24#, Ogawa et al.@25#, Tao
et al.@26,27#, Al-Mutawa@28#, Sherif et al.@29#, Besant@8#, Tho-
mas et al.@5#, Chen et al.@6#, Al-Mutawa et al.@30–33#, and Al-
Mutawa and Sherif@34#.

As was observed by Sherif et al.@2#, the nature of the frost
forming on a cold surface depends to a large measure on the
psychrometric conditions prevailing inside the freezer and
whether the air around the coil is subsaturated or supersaturated.
Psychrometric theory and the apparatus-dew-point calculating
procedure assume that the cooling process path as the air passes
through the coil is a straight-line process on the psychrometric
chart. In our continuing effort to provide more insight into the
frost formation mechanism and how it relates to the prevailing
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psychrometric conditions, we will attempt to calculate the path on
an actual industrial-size finned-tube, multi-row freezer coil. This
will be done employing basic heat and mass transfer principles.
The model will then be validated employing measured data on the
same coil. Development of a systematic mechanism for calculat-
ing the cooling process path on a finned freezer coil will prove
very significant towards enhancing our understanding of the frost
formation process and its relationship to the psychrometric theory
of moist air. Determining the actual conditions leaving a given
row in a multi-row freezer coil is a crucial step in identifying the
coil location in the vicinity of which the transformation from the
subsaturated zone to the supersaturated zone occurs. This is a key
step in identifying a demarcation line between the unfavorable
snow-like frost and the more traditional~and more favorable! frost
formation patterns. Thus the objective of this paper is to calculate
the air path on an actual industrial-size finned-tube, multi-row coil
utilizing experimentally derived data and correlate the shape of
the path with the prevailing psychrometric conditions in the
freezer in the hope of identifying the demarcation line in question.

Experimental Program
The experimental facility utilized in this program is shown

schematically in Fig. 1. The figure shows a laboratory-size freezer
with an industrial-size freezer coil~having four fins per inch! lo-
cated at the center and a water-vapor generator~WVG! facing the
coil. Each of the freezer doors has good rubber seals to protect the
freezer and the test results from the effect of air infiltration. The
heat transfer rate of the test enclosure was determined experimen-
tally while it was clean, dry, and empty.

The finned-tube freezer coil is a liquid overfeed recirculating
evaporator with an overfeed ratio of three. This coil has a refrig-
erating capacity of about two tons at a coil suction temperature of
240°C and is part of a complete refrigeration system discussed in
detail in Al-Mutawa et al.@30–32#. Coil details are provided in
Fig. 2. The coil finned tubes are arranged in eight rows in the
direction of airflow and in a staggered pattern of 38 mm
333 mm, where the tube material is copper having 15.9 mm out-
side diameter and 0.46 mm thickness. The fins are made of alu-
minum and have a flat pattern with flat edges. The fins have a
thickness of 0.25 mm, and their spacing is four fins per inch. The
coil has a finned height of 533 mm and a finned length of 737
mm, where its outside dimensions are 1016 mmL3610 mmW
3627 mmH. The hot-gas defrosting method is used with this
coil when the coil is operating in the defrosting mode. The finned-
tube freezer coil is classified as a draw-through unit since the fan
draws the air against the refrigerant in a crossflow direction where
each fluid flows at right angle to the other. However, the tubes are
circuiting in a manner that the two fluids will approach in a coun-

terflow type heat exchanger arrangement. The freezer coil is em-
ployed with one fan that has a diameter of 508 mm and a speed of
18 rev/s and is operated by a 186 W motor. The unit has a face
area of 0.39 m2 and a face velocity of 3.81 m/s, while its capacity
is 1.5 m3/s.

The artificial load generation system is probably one of the
most critical systems in the experimental program~see Fig. 3!. It
is designed to provide the freezer with the required latent heat
load in order to be able to manipulate the moisture content inside
the freezer during the testing period. This latent heat load is gen-
erated by the water-vapor generator~WVG! located outside the
freezer. City water is allowed to flow into the WVG through an
electronic diaphragm metering pump in order to control the mass
flow rate of the steam to be injected inside the freezer. The me-
tering pump capacity ranges from 0.01 to 1 mm/s, where its maxi-
mum capacity per day is 0.091 m3. The pump’s maximum injec-
tion pressure is 758 kPa. This metering pump has an adjustable
speed, which ranges from 5 to 100 strokes per minute, while it
also has an adjustable stroke length that ranges from 0 to 100
percent. The metering pump can be operated manually and by a
computer. This WVG is a liquid-injection type water-vapor gen-
erator equipped with three heating elements strapped to its side
and bottom. The vaporizer is insulated with a 25.4 mm thick high
temperature insulation enclosed in a galvanized steel housing. The
WVG is also equipped with a thermometer, a thermostat, and a
pressure relief valve. The bi-metal dial thermometer is accurate to
within 0.5°C and has a reading range of 10 to 288°C. The ther-
mostat adjusting screw was used to obtain the desired set point.
The pressure relief valve has a cracking pressure range of 0 to 138
kPa. The cracking pressure can be adjusted to the desired set point
using the valve’s adjustment screw. The water injected into the
WVG is heated to the desired temperature inside the vaporizer and
is allowed to leave the WVG as steam through a copper tube that
passes through the freezer wall to the steam outlet inside the arti-
ficial load generator. To prevent steam from freezing inside the
copper tube, an electric heating cable is wrapped around the cop-

Fig. 1 Schematic of the freezer showing the test and auxiliary
coils, the artificial load generator, and the location of thermo-
couples for temperature measurements

Fig. 2 Schematic of the Test Fan-Coil Unit „FCU-T…

Fig. 3 Schematic of the artificial sensible and latent load
generator
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per tube inside the freezer. The copper tube and the heating cable
are both covered by a 19 mm thick Armaflex insulation. A ‘‘clean-
up’’ strip heater of 150 W is also attached to the bottom of the
steam outlet in order to prevent the steam from freezing at the
outlet that will then stop the flow of steam to the freezer. The
artificial load generation system is employed with a direct-drive
blower that is used to distribute the steam inside the freezer. The
blower has a capacity of 0.73 m3/s at 0.025 m static pressure when
its motor is operating at a speed of 17.5 rev/s.

Temperatures have been measured at twenty locations using
copper-constant~type-T! thermocouples with an uncertainty of
60.2°C. This type is suitable for low temperature applications as
well as up to 370°C. All thermocouples have been calibrated using
a constant-temperature water bath~model Polyscience-80!. Loca-
tions of some of the thermocouples employed can be seen in Fig.
1. Temperature measurement using thermocouple TC9 is identi-
fied as coil entering air temperature, while temperature measure-
ment using thermocouple TC10 is identified as coil leaving air
temperature. Temperature measurement of thermocouple TC3 dur-
ing the Test Fan-Coil Unit~FCU-T! refrigeration mode is identi-
fied as the coil refrigerant temperature.

The relative humidity~RH! of the air inside the freezer was
measured both upstream and downstream of the test coil. Relative
humidity measurements were performed using a Mamac humidity
transducer~HU-224!connected to a remote probe hung inside the
freezer. The two humidity transducers have a humidity range of 0
to 100 percent and are accurate to62 percent of the full-scale.
They utilize a DC power supply of 12–28 Volts to operate, while
they send output signals of 4–20 mA. All measurements have
been recorded using a computer equipped with a state-of-the-art
data acquisition system.

Analysis
The primary purpose of the analysis described in this section is

calculating the air path as it passes through a finned-tube, multi-
row dehumidifying coil under frosting conditions. In order to
achieve that goal, the slope of the enthalpy-humidity ratio curve
on the psychrometric chart must be determined. In order to calcu-
late this slope, several other quantities such as the overall heat
transfer coefficient and the frost-air interface temperature have to
first be computed. These quantities are determined according to
what follows.

External Heat Transfer Coefficient. To determine the exter-
nal heat transfer coefficient a staggered array is considered. For
this configuration, the maximum velocity may occur at either the
transverse plane or the diagonal plane. Here we use the diameter
of the frosted tube (D f) instead of the outside tube diameter. The
maximum velocity occurs at the diagonal plane if

SD5FSL
21S ST

2 D 2G1/2

,
ST1D f

2

In this case, the maximum velocity is given by

umax5
ST

2~SD2D f !
ua (1)

If the maximum velocity occurs at the transverse planeA1 , it can
be expressed as

umax5
ST

ST2D f
ua (2)

The Reynolds number based on the maximum fluid velocity
occurring within the tube bank is given by

Reo5
umaxD f

na
(3)

The Nusselt number for a unfinned tube bank composed of ten or
more rows (NL>10) can be determined using the correlation pro-
posed by Grimison@35#

Nuo51.13C1 Re0
mPra

1/3

(4)

F NL>10
2000,Re0,40,000

Pra.0.7
G

If the number of rows (NL) is less than ten a correction factor may
be applied such that

Nuou~NL,10!5C2Nuou~NL.10! (5)

whereC1 and m are listed in Table 1 whileC2 is listed in Table 2.
The external heat transfer coefficient is then expressed by

hc,o5Nu0

ka

D f
(6)

Internal Heat Transfer Coefficient. The properties are
evaluated at the mean refrigerant temperature between the tube
inlet and outlet

TR,m5
TR,i1TR,o

2

The Reynolds number for a flow in a circular tube is given by

Rei5
rRumDi

mR
(7)

whereum is the mean velocity inside the tube, andDi is the inside
tube diameter. The mean velocity is defined by

um,i5
ṁR

rRAc
(8)

whereAc is the cross-sectional area of the tube andmR is the mass
flow rate. The Reynolds number can be reduced to

Rei5
4ṁR

pDimR
(9)

For turbulent flow, the Nusselt number can be calculated using the
Dittus-Boelter correlation@36#

Nui50.023 Rei
0.8PrR

0.4 (10)

The internal heat transfer coefficient is then given by

hc,i5Nui

kR

Di
(11)

Frost Surface Temperature. Referring to Fig. 4, the heat
transfer rate can be expressed by

Table 1 Constants C1 and m for a staggered arrangement Eq.
„4… for air flow over a tube bank of ten or more rows „Incropera
and DeWitt †40‡…

Table 2 Correction factor C2 for a staggered arrangement as
provided for in Eq. „5… „Incropera and DeWitt †40‡…
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Q̇5hc,o~pD fl!~Ta2Tf ! (12)

as well as by

Q̇5
2pkfl~Tf2TP!

Loge~D f /Do!
(13)

which if combined can give the following expression for the frost
surface temperature

Tf5
hc,oD fLoge~D f /Do!Ta12kfTp

hc,oD fLoge~D f /Do!12kf
(14)

wherekf is the thermal conductivity of the frost in W/~m K!.
Several empirical and theoretical correlations, relating the frost

thermal conductivity and density to the frost surface temperature,
exist. In this paper, the correlation by Yonko and Sepsy@37# will
be used to calculate the frost thermal conductivity, while that by
Hayashi et al.@38–39#will be used to compute the frost density.
This gives the following equations, respectively:

kf50.02424810.00072311r f10.000001183r f
2 (15)

r f5650e~0.227Tf ! (16)

whereTf in Eq. ~16! must be in~°C! andr f in kg/m3. Equation
~16! is valid for a frost surface temperature in the range225°C
,Tf,0°C and for an air stream velocity between 2 and 6 m/s. In
this analysis, the temperature of the frost is calculated twice for
the purpose of calculating the overall heat transfer coefficient, one
time at the entrance and another time at the exit of the coil.

Overall Heat Transfer Coefficient for a Frosted Finned-
Tube Coil. In this section we will determine the overall heat
transfer coefficient for the case when the fins and tubes are

frosted. To achieve this we assume that the thermal resistance of
the tube is negligible, that the tube mean surface temperature is
TP and that the refrigerant mean temperature isTR . It will also be
assumed that a thin layer of frost having an average thickness
equal toyf covers the fins and tubes. The local rate of heat trans-
fer inside the tube can be written as

Q̇5hc,iAP,i~TP2TR! (17)

The enthalpy of saturated moist air can, in general, be expressed
as i s5a1bTs for a small temperature range, such as 5°C. The
term b is the slope of the saturated enthalpy-temperature curve
~i.e., b5D i s /DTs!.
Thus, a quantityb8 can be defined according to the equation

bR85
i s,P2 i s,R

Tp2TR
(18)

Here, the subscriptsP andR indicate conditions pertaining to the
pipe surface and refrigerant mean temperatures, respectively.
From Equations~17! and ~18! we get

Q̇5hc,iAP,i

~ i s,P2 i s,R!

bR8
(19)

The rate of heat transfer from the tube and fins to the air can be
expressed by

Q̇5
hc,o, f

bf ,P
AP,o~ i 2 i s,P!1

hc,o, f

bf ,m
AF~ i 2 i F,m! (20)

where bf ,P and bf ,m are the slopes of the saturated enthalpy-
temperature curve evaluated at the frost temperature on the tube
surface and on the fin, respectively. Both of these quantities can be
evaluated employing moist air tables. The quantityi F,m is the
enthalpy of saturated air at the mean fin temperature. The term
hc,o, f is the external heat transfer coefficient for a frosted surface
and is given by

hc,o, f5
1

S Cp,a

bfhc,o
D1S yf

kf
D (21)

wherekf is calculated by Equation~15!.

Fig. 4 Physical model of pipe

Fig. 5 Approximation method for treating a rectangular-plate
fin of uniform thickness in terms of a flat circular-plate fin of
equal area

Fig. 6 Efficiency for a circular-plate fin of uniform thickness
„Kuehn et al. †41‡…
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The overall heat transfer coefficient can be expressed in terms
of the fin efficiency. To compute the fin efficiency, it is necessary
to compute the following quantity:

LFAhc,o, f

kFyF
G (22)

whereyF is half of the fin thickness,L5r 22r 1 , and kF is the
thermal conductivity of the fin material.

To approximate a rectangular-plate fin of uniform thickness in
terms of a flat circular-plate fin of equal area~Fig. 5!, the outer
radius of the circular fin is determined according to the following
equation:

r 25ASLST

p
(23)

With the knowledge ofr 2 /r 1 and the quantityL@Ahc,o, f /kfyF#,
the fin efficiency can be determined using Fig. 6. The efficiency of
a frosted fin is defined as

hF5
i 2 i F,m

i 2 i F,B
(24)

wherei F,m andi F,B are the enthalpies of saturated air evaluated at
the mean fin temperature and fin base temperature, respectively.

Assuming that the temperature of the frost surface for the part
of the frost on the tube to be approximately the same as the sur-
face temperature of the frost for the part of the frost on the fin
base, the termbf ,P can be made equal to the termbf ,m . Further-
more, the temperature of the pipe surface can be assumed equal to
the temperature of the fin base, thus resulting in the following two
enthalpy terms being equal:i s,P5 i F,B . This simplifies Eq.~20! to
the following form after incorporating Eq.~24!:

Q̇5
hc,o, f

bf ,m
~AP,o1hFAF!~ i 2 i s,P! (25)

By definition, the overall heat transfer coefficient,Uo, f , based
on the enthalpy difference may be expressed as

Q̇5Uo, fAo~ i 2 i s,R! (26)

Employing Equations~19!, ~25!, and~26! we get

Uo, f5
1

bR8Ao

AP,ihc,i
1

bf ,m~12hF!

hc,o, f~AP,o /AF1hF!
1

bf ,m

hc,o, f

(27)

The overall heat transfer coefficient for a frosted finned tube coil
based on the enthalpy difference is calculated using the above
procedure at two locations, one at the entrance and the other at the
exit of the coil. An average value is then computed.

Calculated Path of the Cooling and Dehumidifying Process.
As has been explained earlier, when simultaneous cooling and
dehumidification occurs, the overall heat transfer coefficient,
Uo, f , is defined in terms of an enthalpy~and not a temperature!
driving force. Furthermore, the enthalpy ‘‘i’’ is the true air en-
thalpy. This is to be contrasted with the quantityi s,R which can be
thought of as a fictitious saturated air enthalpy evaluated at the
refrigerant temperature. The mean enthalpy differenceD i m is de-
fined by the equation

Q̇5Uo, fAoD i m (28)

The mean enthalpy differenceD i m is given by ~modified from
Incropera and Dewitt@40#!

D i m5
~ i 12 i s,R,2!2~ i 22 i s,R,1!

LogeS i 12 i s,R,2

i 22 i s,R,1
D (29)

where i 1 and i 2 are the true enthalpy values of the entering and
leaving air conditions, respectively, andi s,R,1 and i s,R,2 are the
fictitious enthalpies of saturated air calculated at the refrigerant
entering and leaving conditions, respectively.

After calculating the inlet air conditions, the inlet refrigerant
state, the various heat transfers coefficients, and the cooling coil
surface data, the path of the cooling process can be determined. To
get the enthalpy of saturated air at the mean frost surface tempera-
ture, we use the following equation:

i 2 i F,m5hF~ i 2 i s,P!5
bf ,mhc,o

hc,o, fCp,a
~ i 2 i s, f ,m! (30)

And from Equations~19! and ~26!,

i 2 i s,P5S 12
bR8Uo, fAo

hc,iAp,i
D ~ i 2 i s,R! (31)

Using Equations~30! and~31!, the enthalpy of saturated air evalu-
ated at the mean frost surface temperature can be expressed by

i s, f ,m5 i 2
Cp,ahc,o, fhF

bf ,mhc,o
S 12

bR8Uo, fAo

hc,iAP,i
D ~ i 2 i s,R! (32)

For a given coil entering air condition, the quantityi s, f ,m,1 can
be calculated. This determines State ‘‘s, f ,m,1’’ on the psychomet-
ric chart. This allows us to compute the quantity (i 1
2 i s, f ,m,1) /(W12Ws, f ,m,1) . The slope at the coil entering air state,
(di/dW)1 , can then be calculated according to the equation
~Kuehn et al.@41#!

S di

dWD
1

5Le
i 12 i s, f ,m,1

W12Ws, f ,m,1
1~ i g,12 i g

oLe! (33)

where Le is the Lewis number,i g,1 is the enthalpy of saturated
water vapor at the air dry-bulb temperature, andhg

o is the enthalpy
of saturated water vapor at a reference temperature~such as 0°C!.
With the aid of the chart, we draw a short segment of direction
(di/dW)1 through State 1. With an arbitrary value of enthalpy we
can locate a new point on this segment. Then the procedure is
repeated until the condition line meets with the state of saturated
air at the coil apparatus dew-point temperature~approximately
equal to the coil refrigerant temperature!. Having determined the
path of the actual cooling process, we can predict the condition
downstream of any row using the following equation~Kuehn
et al. @41#!:

i 25
i s,R,1~12e2~12C3!C4!1 i 1~12C3!e2~12C3!C4

12C3e2~12C3!C4
(34)

where C35ṁabR /ṁRCp,R and C45Uo, fAo /ṁa . In computing
the quantityC4 , it should be kept in mind that the numerical
value ofAo encompasses the areas of the row being calculated as
well as all rows upstream of that row.

Results and Discussion
As was reported earlier, the objective of this paper was to cal-

culate the path the air would take as it passes through an
industrial-size, finned-tube, multi-row freezer coil. The calculated
path is to be then compared to the path obtained from the straight-

Table 3 Geometrical data of the finned coil
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line principle of applied psychrometrics in order to assess the
goodness of the theoretical model. The dimensions and other char-
acteristics of the test coil have been described in the section en-
titled ‘‘Experimental Program.’’

Table 3 provides a summary of the geometrical data of the coil
under study, whereas the values of the parameters employed in the
model are given in Table 4. Table 5 gives a summary of the nu-
merical results obtained by applying the equations used to com-
pute the overall heat transfer coefficient.

In order to determine the calculated path for the conditions
shown in Table 4, the surface area of the coil analyzed is arbi-
trarily divided into nine segments, thus producing ten state points
through the coil. A summary of the conditions of these ten points
is provided in Table 6. Figure 7 compares both the calculated and
the straight-line dehumidifying paths. It is obvious that a path
based on a straight-line process is in error to varying degrees,
depending on the location of the point of interest relative to the
coil. This can be easily demonstrated by comparing the relative
humidity values of both the straight-line and calculated paths at a
specific dry-bulb temperature.

Figure 8 displays both the calculated path showing the outlet
conditions from successive rows in the coil as well as the entering
and leaving air conditions based on experimental measurements.
For example, experimental results for the leaving air conditions
are: DBT528.2°C and RH597%, while calculated leaving con-
ditions are: DBT528.4°C and RH597.4%, as is evident from
examining Fig. 8. Thus, there is a slight difference of 0.2°C in the
dry-bulb temperature and 0.4 percent in the relative humidity. The
differences in both temperature and humidity are insignificant and
lie within the uncertainty bounds of both variables. As can be
observed, the outlet conditions become more closely spaced to-
wards the last rows of the coil, implying that more cooling is

performed in the first half of the coil. This is because the enthalpy
driving force assumes smaller values as the air passes through the
coil rows.

Now that the cooling process path has been found, the coil
location in the vicinity of which the transformation from a sub-
saturated state to a supersaturated state occurs, can be determined.
In order to achieve this goal, we will assume that the percentage
of the energy removed by a given row of the coil relative to the
total energy removed remains the same whether the air exists in a
subsaturated state or a supersaturated state. Employing Fig. 8, it is
relatively easy to observe that the total amount of cooling per unit
mass performed by the coil is 10.1 kJ/kg. In Table 7, the amount
of cooling per unit mass performed by each row and the percent-
age that amount represents relative to the total amount of cooling
are provided. As reported earlier, more cooling is performed in the
first row relative to subsequent rows. Carrying these cooling per-
centages to the supersaturated zone, the coil location in the vicin-
ity of which transformation from a subsaturated condition to a
supersaturated condition occurs can be calculated.

An experiment has been performed to verify the validity of the
aforementioned assumption. In the experiment, the entering air
temperature was kept constant at28.3°C, while the relative hu-
midity was steadily increased from 64 percent to 99 percent. The
apparatus dew-point was kept constant at218.3°C throughout the
experiment. The apparatus dew-point is the lowest temperature
that the air can achieve during the cooling and dehumidifying
process and is, thus, approximately equal to the coil refrigerant
temperature. Results of this experiment are shown on the psychro-
metric chart of Fig. 9 for both the straight-line theory and the
calculated path. As can be seen, four scenarios were examined.
For Scenario 1, the cooling process line falls completely in the
subsaturated zone. For Scenario 2, transformation to the super-
saturated zone using the straight-line theory occurs at Point 3a
(DBT5215.1°C), while it occurs at Point 3a8 (DBT
5212.3°C) using the calculated path. For this scenario, the
amount of cooling achieved using the straight-line theory repre-
sents 84 percent of the total cooling performed by the coil. This
means that at Point 3a the air was leaving the fifth row supersatu-
rated. However, the amount of cooling achieved using the calcu-
lated path represents only 50 percent of the total cooling per-
formed by the coil. This means that at Point 3a8 the air was
leaving the third row supersaturated~as opposed to the fifth row
for the straight-line theory!. For Scenario 3, supersaturated condi-
tions using the straight-line theory began at Point 3b (DBT5
211.3°C) and using the calculated path at Point 3b8 (DBT5
210.3°C). For this scenario, the amount of cooling achieved us-
ing the straight-line theory represents 37 percent of the total cool-
ing performed. This means that transformation to the supersatu-
rated zone occurred between the second and third rows~Point 3b!.
However, the amount of cooling achieved using the calculated
path represents only 24 percent of the total cooling performed.
This means that at Point 3b8 the air was leaving the first row
supersaturated. For Scenario 4, supersaturated conditions started
at Point 3c (DBT528.7°C) for both the straight-line theory and
the calculated path. For this scenario, the amount of cooling
achieved from Points 1c to 3c or from Points 1c to 3c8 represents
5 percent of the total cooling performed. This means that transi-
tion to the supersaturated state occurred in the vicinity of the first
row. Obviously, as the relative humidity of the entering air in-
creases, transition to a supersaturated state occurs quicker and at a
more upstream location of the coil. This phenomenon has also
been confirmed by other investigations performed by the authors
~see Sherif et al.@2#!.

As was pointed out before, the procedure employed in this pa-
per is based on the premise that the percentage of cooling
achieved between two consecutive rows of the coil will remain the
same whether the air exists in the subsaturated or the supersatu-
rated zone. In order to determine the percentage of cooling re-
ferred to above, the state of the air in the vicinity of two consecu-

Table 4 Parameter values employed in the model

Table 5 Heat transfer coefficients using Eqs. „6…, „11…, „21…,
and „27…

Table 6 Calculated air path through the cooling coil
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tive rows has to be known. The procedure described for
determining the enthalpy at the exit of a given row is thus neces-
sary for computing the percentage of cooling. Employing this pro-
cedure necessarily produces a curved path for the air passing
through the coil. While the bulk of the air paths lie in the subsatu-

rated zone for all four processes shown, the procedure outlined is
inherently capable of handling both supersaturated and subsatu-
rated conditions. Using the straight-line theory to determine the
air enthalpy in the vicinity of a given row produces results that are
significantly less accurate than the ones produced using the

Fig. 7 Representation of the calculated and the straight-line dehumidifying paths through the dehumidifying coil „points on the
chart are arbitrarily chosen for purposes of calculating the path …

Fig. 8 Representation of the calculated cooling air path through the dehumidifying coil showing the calculated leaving air
conditions from each row as well as the measured coil inlet and outlet states
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curved-path. Figure 9 illustrates this point. While the straight-line
theory and the calculated path approach agree reasonably well at
the entrance and exit of the coil, significant differences between
the two methods exist in the middle section of the coil. For ex-
ample, Fig. 9 shows a 34 percent deviation in the percentage of
cooling calculated for Scenario 2 employing both methods. This is
manifested in the differences between paths 1a–3a and 1a– 3a8,
where, in the former, the straight-line theory predicts 84 percent
cooling achieved between Rows 5 and 6, whereas the correspond-
ing value for Path 1a– 3a8 is only 50 percent.

Conclusions
This paper described a calculation procedure as well as an ex-

periment for determining the air path on an actual industrial-size
finned-tube, multi-row coil operating under frosting conditions. A
calculated path based on the analysis presented and a path based
on the straight-line theory of applied psychrometrics were corre-
lated with the prevailing psychrometric conditions in the freezer.
Determining the calculated path enabled accurate calculation of
the conditions leaving a given row in a multi-row coil. This, in
turn, helped identify the coil location in the vicinity of which the
transformation from the subsaturated zone to the supersaturated

zone occurred. This is crucial in identifying a demarcation line
between the unfavorable snow-like frost and the more traditional
and more favorable frost formation patterns. Calculated results
were verified against experimental results at the entrance and exit
of the coil with typical differences falling well within the uncer-
tainty ranges of both temperature and humidity. In the middle
section of the coil, on the other hand, significant deviations~up to
34 percent!between the calculated and the straight-line paths
were observed. This underscores the significance of using the
method outlined in this paper if reasonably accurate prediction of
the location of the demarcation line between snow-like and con-
ventional frost is to be determined.

Nomenclature

A 5 surface area;Ao is the total outside surface area in-
cluding the finned surface, m2

AP 5 surface area of the pipe;AP,i is for the inside sur-
face;AP,o is for the outside surface, m2

b 5 slope of the saturated enthalpy-temperature curve (b
5D i s /DTs); bf evaluated at frost surface tempera-
ture; bf ,P evaluated at the frost surface temperature
for the part of the frost collecting on the pipe;bf ,m
evaluated at the mean frost surface temperature for
the part of the frost collecting on the fin;bR evalu-
ated at the refrigerant temperature, kJ/~kg°C!

Cp,a 5 air specific heat at constant pressure, kJ/~kg°C!
Cp,R 5 refrigerant specific heat at constant pressure, kJ/

~kg°C!
D f 5 diameter of the frosted tube, m
Di 5 inside diameter of the tube, m
Do 5 outside diameter of the tube, m
hc 5 film coefficient of convective heat transfer, W/~m2K!

hc,i 5 convection heat transfer coefficient for inside of tube,
W/~m2K!

hc,o 5 convection heat transfer coefficient for outside sur-
face, W/~m2K!

Fig. 9 Representation of processes on the psychrometric chart showing where the transition to a supersaturated state occurs by
keeping the same entering air temperature „À8.3 °C… and gradually increasing the entering air relative humidity

Table 7 Amount of cooling and percentage of the total cooling
for each row
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hc,o, f 5 heat transfer coefficient for a frosted surface,
W/~m2K!

hv 5 mass transfer coefficient, kg/~m2s!
i 5 enthalpy, kJ/kg

i F 5 enthalpy of moist air in the vicinity of the fin sur-
face; i F,m evaluated at mean fin temperature;i F,B
evaluated at the fin base temperature, kJ/kg

i g 5 enthalpy of saturated water vapor, kJ/kg
i s 5 enthalpy of saturated moist air;i s,P evaluated at pipe

surface temperature,i s,R evaluated at refrigerant tem-
perature,i s, f ,m evaluated at the mean frost surface
temperature, kJ/kg

k 5 thermal conductivity;kF for the fin material;kf for
the frost, W/~mK!

Le 5 Lewis number,hc /(hvCp,a), dimensionless
ṁR 5 refrigerant mass flow, kg/s
ṁa 5 air mass flow rate, kg/s
Nu 5 Nusselt number, dimensionless
NL 5 number of tube rows, dimensionless
Pr 5 Prandlt number, dimensionless
Q̇ 5 total heat transfer rate, kW
r 1 5 internal radius of the fin, m
r 2 5 external radius of the fin, m
Re 5 Reynolds number, dimensionless
SL 5 longitudinal pitch, m
ST 5 transverse pitch, m
Ta 5 air temperature, °C
Tf 5 frost surface temperature, °C
TP 5 pipe surface temperature, °C
TR 5 refrigerant temperature, °C

u 5 velocity
Uo, f 5 overall heat transfer coefficient for a frosted finned

tube coil based on an enthalpy driving force,~kW
kg!/~m2 kJ!

W 5 humidity ratio,kgw /kga
yF 5 half of fin thickness, m
yf 5 frost thickness, m

Greek Symbols

h f 5 fin efficiency, dimensionless
l 5 length, m
m 5 dynamic viscosity, kg/~m s!
r 5 density, kg/m3

Subscripts

a 5 air
B 5 fin base
F 5 fin
f 5 frost
i 5 inside of tube

m 5 mean
max 5 maximum

o 5 outside of tube
P 5 pipe
p 5 constant pressure
R 5 refrigerant
s 5 saturated
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The Relationship Between
Information, Sampling Rates, and
Parameter Estimation Models
To estimate parameters from experiments requires the specification of models and each
model will exhibit different degrees of sensitivity to the parameters sought. Although
experiments can be optimally designed without regard to the experimental data actually
realized, the precision of the estimated parameters is a function of the sensitivity and the
statistical characteristics of the data. The precision is affected by any correlation in the
data, either auto or cross, and by the choice of the model used to estimate the parameters.
An informative way of looking at an experiment is by using the concept of Information. An
analysis of an actual experiment is used to show how the information, the optimal number
of sensors, the optimal sampling rates, and the model are affected by the statistical nature
of the signals. The paper demonstrates that one must differentiate between the data
needed to specify the model and the precision in the estimated parameters provided by the
data. @DOI: 10.1115/1.1513581#
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Introduction
Experiments are often performed to prove the accuracy or va-

lidity of models or to determine the parameters to be used in such
models. The parameters are then often reported in a statistical
form. For example suppose that the heat flux and the temperature
difference are measured for a thin slab of material. For one di-
mensional steady state heat transfer, the conductivity of a material
can be estimated fromk5qDx/DT. Suppose that the experiment
is run over a long period of time yieldingN sets of repeated
measurements, and thusN estimates ofk, ki , i 51..N, are ob-
tained. Then one usually reports the estimate of the average value
of k, k̄5Ski /N, and its standard deviations k̄5sk /AN using for-
mulas familiar from an elementary course in statistics for statisti-
cally independent measurements.

With a limited number of estimates taken over a reasonable
time, such statistics are usually sufficient. If the accuracy of the
estimate is insufficient, then one usually increases the number of
measurements,N, to reduces k̄ . It would appear then that increas-
ing N sufficiently would yield any desired accuracy. But ifN is
increased by increasing the frequency of sampling often the read-
ings are no longer independent and the simple equations are no
longer correct. If instead of using one sensor to measureDT,
suppose thatM sensors are used. It would appear that we have a
total of NM estimates, but in fact the data from theM sensors may
not be independent—in fact it is highly probable that they will be
strongly correlated. The question is then how to appropriately use
all of the data and what are the statistics which reflect the preci-
sion of the estimated conductivity.

Assumptions of independence are appropriate when the sam-
pling rates are low and instrument accuracy is high. Under these
conditions, ifIi is the information contributed by a datum point,
then the total information fromN points is simplyNIi . If, on the
other hand, the data from a single sensor are autocorrelated, or
data from multiple sensors are cross-correlated, then the informa-
tion per measurement is reduced. For example, if the correlation is

perfect then an additional datum point contributes no information
at all. It is known that data sampled at uniform intervals and
reasonably high rates of sampling or with linearization often
shows a high degree of autocorrelation@1#. The correlation typi-
cally reduces as the sampling rate decreases and data taken at
slow rates can approach statistical independence. Thermocouple
data is particularly suspect for inherent correlation when obtained
with modern data acquisition systems in which the reference tem-
perature is generated electronically and thus may introduce a high
degree of both cross and auto-correlation between the data points.

Analysis of this type of data is best accommodated through a
Bayesian approach to probability. In the following sections we
present a short review of parameter estimation and Bayesian
statistics and probability and demonstrate their application to the
estimation of conductivity from the measurement of transient
temperatures.

The Experiment
Blackwell et al.@2# estimated the conductivity of stainless steel

by measuring the transient temperatures in a thin hollow tube of
length 2L. Full details are given in Ref.@2# but a brief description
is given here. The tube was installed in an evacuated chamber and
space insulation covered the outer surface of the tube and filled
the hollow interior to minimize losses from the surfaces and to
create a one dimensional temperature field. The ends of the tube
were heated by a fluid which flowed through serpentine channels
in copper end blocks. Temperatures were measured at 14 equally
spaced axial locations each with 4 thermocouples equally spaced
about the circumference. Figure 1~a! is a schematic of the experi-
ment showing the thermocouple locations.

A candidate thermal model of this system by which the thermal
conductivity can be estimated would have the circulating fluid
temperature as the boundary conditions and would include the
thermal characteristics of the copper end blocks, the convection
coefficients in the serpentine channels and the contact resistance
between the end blocks and the hollow tube. But lacking full
details of these characteristics means that the system cannot be
modeled. If a heat flux gauge were mounted at the ends of the
tube, or if the flux could be estimated, then the problem could be
considered as having a known flux history as the boundary con-
ditions. Alternatively one could view the inverse problem as the
simultaneous estimation of both the heat flux history and the ther-

1Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed
Martin Company, for the United States Department of Energy under Contract DE-
AC04-94AL85000.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 24,
2001; revision received July 2, 2002. Associate Editor: A. F. Emery.
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mal conductivity. Because the time history of the fluxes is difficult
to obtain, as demonstrated in by Beck@3,4#, Blackwell et al. de-
veloped a novel approach in which the time varying temperatures
measured at the ends,x56L were taken to be the prescribed
boundary conditions and the temperature histories computed using

a finite volume code. The measured transient temperatures were
then fitted to the numerically computed temperatures as a function
of k, x, andt and the conductivity estimated using the usual least
squares equations

choosek to minimize (
i 51

N

~Ti2F~k,t i ,x!!2 (1a)

giving

k5k01

(
i 51

N S ]F

]k D U
k0 ,t i ,x

~Ti2F~k0 ,t i ,x!!

(
i 51

N S ]F

]k D 2U
k0 ,t i ,x

(1b)

where Ti are the measured temperatures andF(k,t i ,x) are the
predicted temperatures for a specific value ofk. The conductivity
was assumed to be a constant, independent of temperature, over
the range of temperatures measured. Eq.~1b!, which is obtained
from Eq. ~1a! by expandingF(k,x,t i) in a Taylor series and re-
taining only the 1st order term, was iterated to convergence. Fig-
ure 1~b!shows the first 750 seconds of the temperature history
and Figure 1~c!the residualsTi2F(k,t i ,x) based upon the aver-
age of the four circumferentially located thermocouples whose
standard deviation was of the order of 0.08 °C.

The residuals, which represent the combined effects of mea-
surement errors and uncertainties in the system behavior which
were not included in the model, were based upon model tempera-
tures,F(k,t i ,x), computed with a time step of 0.25 seconds or
approximately six times the sampling rate. A grid refinement study
was performed in Ref.@2# and the grid errors were found to be
roughly an order of magnitude less than the temperature measure-
ment errors. The computed and measured values cannot be differ-
entiated on Figure 1~a!where the maximum differences~i.e., the
residuals!are of the order of 0.05 °C or approximately 0.5 percent
of the temperature change.

Using the maximum standard deviation of the measured tem-
peratures, 0.13 °C, in conjunction with the equation for the propa-
gation of errors@5# to estimate the standard deviation ofy wherey
is a function ofx1 andx2 andx1 andx2 are independent variables

sy
25S ]y

]x1
D 2

sx1

2 1S ]y

]x2
D 2

sx2

2 (2)

they determined the standard deviation of the average temperature
at each axial position to be 0.08 °C, and of the estimated conduc-
tivity due to noisy temperature signals of 5.3 1024 W/m-K. In
fact, the experiment actually serves to determine the thermal dif-
fusivity, k/rc, and including the uncertainty inrc through the use
of Eq. 2 leads to an overall standard deviation ofk of 0.6 W/m-K.

The temperatures shown on Fig. 1~a! are only for 1/2 of the
tube,2L>x<0 and are the average of the four circumferential
sensors. Over the 750 sec, 500 measurements were made on each
of the 56 thermocouples giving a total number of data points for
use in Eq. 1 of 24,000 since the data from the end sets of thermo-
couples were used as prescribed boundary conditions and thus
assumed to have no error.

If the constant conductivity model of the systemF(k,x,t i) were
exact and the measurements had no error, then only one measure-
ment at one time and one location would be sufficient to estimate
k. In reality, models never can precisely simulate the system be-
cause of inhomogeneities, heat losses, imprecisely specified tem-
perature variations of properties, etc. and measurement systems
are never without error. For this reason multiple temperatures are
measured and each one contributes information and improves the
precision of the estimated property.

Depending on the behavior of the system some of the tempera-
tures may be correlated and will contribute less information than

Fig. 1 „a… Schematic of the experiment; „b… Measured tempera-
tures from Ref. †2‡; and „c… residuals form Ref. †2‡.
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if they were independent. In the case of this experiment it is likely
that the measured temperatures at the four circumferentially lo-
cated thermocouples at each axial station are correlated.

At this point it is important to clearly differentiate between the
two uses of sensor data:~a! for defining the model and~b! for
estimating parameters. Because of interdependence, i.e., correla-
tion, not all of the measured temperatures will contribute equally
to the precision with which the conductivity is estimated. Like-
wise, if the sampling rate is too high, some of the time data may
contain less information. Thus it may appear that equally precise
estimates may be achieved with less instrumentation if all data
were independent. However, no parameter can be estimated with-
out a model. In this study we have assumed that the temperature
field is one dimensional and symmetric aboutx50. Confirmation
of one dimensionality, that is dependence only onx and not on the
circumferential position, requires that thermocouples be placed at
several circumferential positions. Assurance of axial symmetry
requires that both halves of the tube,2L<x<0 and 0<x<L be
instrumented. Examination of these temperatures will then con-
firm the validity of the model.

In this paper we examine the data to judge the effect of corre-
lations in time and space and to test the applicability of the model
which is based upon prescribed temperature boundary conditions.
We will do this through the use of the Bayesian probabilities and
we begin with a short review to orient the reader.

Parameter Estimation
Let the temperature be expressed in terms of position, time,

boundary conditions, initial conditions and properties byT
5F(x,t,bc,ic,k,rc) whereF is the solution of the appropriate
field equation. Let all of the arguments ofF be referred to as
parameters. Those parameters which are to be estimated from the
measured temperatures will be represented byP and the remain-
ing parameters byu. u can include spatial location as well as
properties, source strengths, etc. For simplicity of exposition we
will estimate only one parameter, although the method can easily
be extended to a vector of parameters, and we will consider only
one axial position.

Assuming that the model is an accurate representation of the
system, the measured temperatures will differ fromF by measure-
ment noise~and potentially by model error!, e, according to

Ti5F~P,u,t i !1e i (3)

Estimation is usually done through the Least Squares approach in
which we chooseP to be such that the weighted sum of the
squares of the errors,S, is minimized where

S5(
i 51

N

wie i
25(

i 51

N

wi~Ti2F~P,u,t i !!2 (4)

where the weights are usually taken to bewi51/s i
2 @1#. The prob-

lems with this approach are:~a! it gives no estimate ofsP and~b!
it is not intuitively clear how to handle correlated errors. These
questions are best answered through a probabilistic analysis.

Let the mean and standard deviation ofT be represented by

E@T#5E T f~T!dt (5a)

sT
25E ~T2E@T# !2f ~T!dT (5b)

where f (T) is the probability density distribution ofT. Let P̄ be
the true value ofP and expandT(P) in a Taylor series aboutP̄
and retain only the 1st order terms

T~P!5T~ P̄!1S ]F

]PU
P̄
D ~P2 P̄! (6)

Substituting Eq. 6 into Eq. 5 and using the relationship between
probability density distributions@6,7#, f (T)udTu5 f (P)udPu,
yields

sT
25S ]F

]PU
P̄
D 2

sP
2 (7)

Looking at Eq.~3! we see that the probability of finding a tem-
perature in the rangedT is simply the probability ofe being in the
rangede, i.e., f (T)5 f (e) so that Eq.~7! can be written as

sP
2 5S ]F

]PU
P̄
D 22

se
2 (8)

Eq. ~8! emphasizes that it is not the relationship of one data point,
Ti , to another,Tj , that determines the precision ofP but the
distribution of the errors,f (e), their statistics,se , and the sensi-
tivity of the model toP, ]F/]P. The equation makes it very clear
that increased precision comes about from having large values of
]F/]P in conjunction with small values ofse . The question re-
maining is how to estimateP̄.

Bayesian Probability and Maximum Likelihood. Let
f (TuP) represent the probability of obtaining a specific set of data
T given a value of the parameterP and f (PuT) be the probability
that a specific value ofP will occur given a set of dataT. Bayes’
rule for relating these conditional probabilities@6,7# is

f ~PuT! f ~T!5 f ~TuP! f ~P! (9a)

or

f ~PuT!} f ~TuP! f ~P! (9b)

In Eq. ~9a! f (P) is the prior probability ofP which reflects our
initial estimate of the distribution ofP. f (TuP) is called the like-
lihood and denoted byl (T).

In the Bayesian approach,P̂, the estimate ofP, is chosen to be
the value ofP which maximizesf (PuT) or some measure of it.
Sivia @8# and Lee@9# give very good summaries and practical
applications of the Bayesian approach. The beauty of Eq. 9 is that
it permits the use ofpriors which reflect our existing knowledge
aboutP. For example since conductivity must be positive,f (k)
50, k<0; f (k).0, k.0. A state of maximal ignorance would be
if all that we knew aboutP was that it was limited byPmin<P
<Pmax, leading to the uniformprior f (P)51/(Pmax2Pmin). As
long as the prior is relatively flat nearP̂, then f (PuT) will be
maximum whenl (T) (5 f (TuP)) is maximum. It proves easier to
deal withL5 ln(l(T)) than with l (T), since their maxima occur at
the same value ofP̂. Thus Bayes’ approach reduces to

P̂ is defined by S ]L~T!

]P D U
P̂

50 (10)

which is called thePrinciple of Maximum Likelihood~ML!. Sub-
stituting f (e) for f (T) in Eq. ~9! and assuming that the errors are
Gaussian with zero mean and a covariance matrix ofS gives @7#
~note that non-Gaussian distributions will give approximately the
same results@1#!

L~T!5 ln~ f ~TuP!5 ln~ f ~e!! (11a)

52 ln~A2p!2 ln~det~S!!

2$Ti2F~P,u,t i !%
TS21$Ti2F~P,u,t i !% (11b)

where$Ti2F(P,u i)% is a column vector ofe i . Maximizing L(T)
is equivalent to minimizing

SL5$Ti2F~P,u,t i !%
TS21$Ti2F~P,u,t i !% (12)
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Comparing Eqs.~12! and~4! shows that the Maximum Likelihood
Principle with normally distributed independent errors, i.e.,S is a
diagonal matrix with elementsse i

2 , is simply the weighted Least

Squares method withwi51/se i

2 .
Maximizing L(T) may be quite difficult for complicated func-

tions F. If F is expanded in a Taylor series about an initial guess
P0 and only the first-order term is kept,

Ti5F~P0 ,u,t i !1Hi~P2P0! (13a)

whereHi5]F(P,u,t i)/]PuP0
is the sensitivity ofF to P. Then it

can be shown@10,11#that if both the parameters and the data have
Gaussian distributions or if the parameters are linear functions of
the data thatP̂ has the normal distributionN(m,s

P̂

2
) where

m5P01s
P̂

22
HTS21$Ti2Fi~P0!% (14b)

s
P̂

22
5HTS21H (14c)

If our prior for P assumes thatP is normally distributed with
N(h,f), then maximizingf (PuT), Eq. ~9a!, yields

P̂5P01s
P̂

22FHTS21$Ti2Ti~P0!%1
h

fG (15a)

s
P̂

22
5HTS21H1

1

f
(15b)

Eqs.~14b!and~15a!are iterated to convergence. Eqs.~15aandb!
reduce to Eqs.~14b and c! if f5`, the condition for no prior
knowledge aboutP.

The maximum likelihood principle typically gives rise to biased
estimators, i.e.,E@ P̂#Þ P̄. If a sufficient number of data points are
available, then the ML estimator is asymptotically unbiased. Prob-
ably the most commonly encountered biased estimator is the
estimate of the standard deviation,( i 51

N (Ti2E@T#)2/N. The cor-
rect value is( i 51

N (Ti2E@T#)2/(N21) and asN→` the bias
disappears.

Information and Correlated Errors. The Cramer-Rao theo-
rem @6,10#gives a lower bound tos P̂ for unbiased estimators of

s
P̂

2
>

1

EF2
]2L

]P2G (16a)

The inverse ofs
P̂

2
, called theInformation I, by Fisher @6# or

sometimes referred to as theprecisionis

I5s
P̂

22
5EF2

]2L

]P2G (16b)

If one performed enough independent experiments, evaluatingL
for each, it would be possible to determine the expected value,
and thusI. Using only one experiment leads to an estimated value
of I given @11# by

Î52
]2L

]P2 (17a)

By evaluatingÎ it is possible to optimally design an experiment in
terms of where to place sensors, what to sense, the duration of the
experiment, and the sampling rate to estimate desired parameters
@12,13#. ExpandingT in a oneterm Taylor series when evaluating
L leads to

Î5HTS21H (17b)

which is a function of the sensitivities,Hi , and the statistics of the
error. If the errors are independent~not correlated!and of equal
standard deviation,se , the total information is

Î5
1

s
P̂

2 5
1

se
2 (

i 51

N S ]Fi

]P D 2

(18)

and the reasoning behind Fisher’s choice of the terminformation
becomes clear since the more readings or the more accurate the
readings, the smallers P̂ will be, i.e., the more we know aboutP̂.
If the errors are correlated, the situation is very different. Consider
an experiment in whichHi is a constant, for example unity, and
the errors of each successive data point are correlated such that

S5se
2S 1 r r2

¯ rN

r 1 r ¯ rN21

] ] ] � ]

rN rN21
] ¯ 1

D (19a)

~which is representative of a sensor with a damped response!. This
matrix is easily inverted@14# and the increase inI due to an
additional data point, i.e., the increment of information per read-
ing DI, is found to be

DÎ5
1

se
2 S 12r

11r D (19b)

Thus independent errors,r50, add 1/se
2 information per addi-

tional reading; perfectly positively correlated errors,r51, give no
additional information; and perfectly negatively correlated errors,
r521, give an infinite amount of information and thus an abso-
lutely precise value ofP̂. This last result may appear paradoxical,
but it only means that two readings have errors which are exactly
opposite in sign and thus averaging the two readings gives the true
value. Figure 2 illustrates how the degree of correlation affects the
information computed from Eq.~18! for a one dimensional tran-
sient conduction problem with a constant heat flux applied atx
5L, an insulated boundary atx50, and temperatures read atx
50. The figure clearly demonstrates the impact that any auto-
correlation of the measured temperatures has on the information
content.

From Eq.~19b! we can define an effective standard deviation
which gives an approximate measure of the effects of correlation

se
e f f5se

2S 11r

12r D (19c)

Analysis of the Experiment
With these fundamentals in mind it is possible to examine the

conductivity experiment of Ref.@2# from the point of view of
cross and auto-correlated errors. In addition, we will analyze the

Fig. 2 Effect of correlated errors on the information from Eq.
18 for a prescribed heat flux at xÄL and an insulated boundary
at xÄ0 for s«Ä1

Journal of Heat Transfer DECEMBER 2002, Vol. 124 Õ 1195

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



effect of using different simulation models, i.e., the use of a pre-
scribed heat flux versus a prescribed temperature boundary condi-
tions model, on the estimated precision.

AutoCorrelated Signals. Figure 1~b!displays the residuals
Ti2F(k,t i) as a function of time. That the mean of residuals is
not zero is an indication that the model is not an exact simulation
of the experiment. In this case, we speculate that errors are either
the lack of accounting for any surface heat losses or errors in the
temperature measurements due to either inexactness in knowing
the location of the thermocouples or to data acquisition errors. The
noise in the residuals is attributed to random noise~error! in the
measured temperatures. To study the characteristics of the errors,
the residuals have been fitted by a smooth curve, which would
represent the response of an improved model, and the differences
between the residuals and the smooth curve is taken as the error.
The analysis of a single sensor’s response is usually referred to as
‘‘time series’’ analysis and procedures are described in Bendat and
Piersol@15# and Dhrymes@16#. The fundamental requirements are
that errors have a zero mean and constant standard deviation and
be normally distributed. The errors have been examined statisti-
cally following the recommendations of Bendat and Piersol@@15#,
pp. 386–388#regarding stationarity, trend removal, and the num-
ber of data points to be analyzed and found to satisfy these con-
ditions and thus the methods of ‘‘time series’’ analysis can be
applied to determine the autocorrelation.

The autocorrelation of the errors from the sensor nearest the
plane of symmetry, station 7, is shown on Fig. 3~a!. The auto

correlation coefficient,r, between two successive readings is
quite high,'0.5 and drops slowly as the data points are further
separated.

Using the correlation matrix based upon the data of Figure 3~a,
b! shows that the information gained when using a sequence of 20
consecutive readings is equivalent to that obtained from only three
independent readings. Although every reading gives some addi-
tional information, the reduction in each increment due to the
auto-correlation of the data yields a reduced level of precision.

If every 10th data point is used in estimating the conductivity,
the corresponding results are shown in Fig. 4. Here we see that we
have achieved essentially as much information as a set of inde-
pendent readings would provide.

Multivariate Analysis. In the actual experiment data were
taken at 56 locations. Each sensor’s time history can be consid-
ered to be a vector of measurements and the set of such vectors
treated as multivariate data. Details about multivariate analysis
can be found in@17#. The basic requirement is that the standard
deviation of the vectors be approximately equal.

At each axial position thermocouples were deployed around the
circumference every 90 deg. At a given axial position the readings
from each circumferential sensor were found to have approxi-
mately equal standard deviations and so could be treated as mul-
tivariate data. The readings at the 2nd axial position were found to
be correlated with a correlation matrix of

Fig. 3 „a… Correlation coefficients for a data trace at station 7
from the experiment of Ref. †2‡, sampled at É1.5 sec; and „b…
Information content for a data trace at station 7 from the experi-
ment of Ref. †2‡.

Fig. 4 „a… Auto-correlation when using every 10 th data point to
estimate the conductivity; „b… Information when using every
10th data point to estimate the conductivity.
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Cor5S 1.0 0.9993 0.9986 0.9994

0.9993 1.0 0.9993 0.9993

0.9986 0.9993 1.0 0.9987

0.9994 0.9993 0.9987 1.0

D
This degree of correlation gives a total information from the four
sensors of 1.0087 instead of the value of four that would be ex-
pected from four independent readings. Thus there is no gain in
precision from including data from other than one of these sen-
sors. A principal component analysis@17#—a technique to deter-
mine how to combine data to simplify the analysis by linearly
combining data—reveals that 99 percent of the information is
contained in the arithmetic average of the four circumferential
temperatures, thus validating the use of the average temperature at
each axial station as used in Ref.@2# in estimatingk.

Comparing the measurements from the symmetric set of read-
ings, stations 8–13, showed a correlation with their corresponding
sensors, stations 2–7, greater than 0.98. Each pair of axial stations
thus gave a total information of 1.02 compared to the value of two
for independent data.

On the other hand, analyzing the data from sensors 2–7,
showed a correlation coefficient less than 0.2 between each pair
and an information content which was comparable to independent
readings.

PF Versus PT Models. In the following discussion PF will
refer to the prescribed heat flux model and PT to the prescribed
surface temperature model used in the initial analysis for estimat-
ing the conductivity from this experiment.

If there are no measurement errors in the temperature measured
at the first axial station and the fluxes were known exactly, both
models will predict the same temperature histories at a given lo-
cation,x. Because of this, both models predict approximately the
same estimate of the conductivity, 14.58 W/m-K for the PT model
and 14.62 for the PF model. The reason for this agreement can be
seen from Eq.~1b!. If the measurements had no error, then the
iterative process will drivek to a value for which the residuals are
exactly zero with the sensitivities]F/]kuk0 ,t i ,x serving simply as
weighting factors. In the real case with measurement errors, the
differing sensitivities of the two models focus the attention of the
estimation process on different sensors, leading to slightly differ-
ent values ofk, but driving the average weighted residuals to zero.
Since both models produce the same values of temperature, it is
not surprising that the estimated conductivities are quite close.

On the other hand, the precision of the estimate for a constant
level of noise,S, as given by Eq.~14c!, is seen to be a function
only of the sensitivity. Figure 5 shows the sensitivities for both
models. Initially the PF model has greater sensitivities, but as time
progresses the PT model sensitivities are greater. In addition, the

PF model sensitivities near the midpoint of the specimen are con-
sistently near zero. Because the PT model sensitivity to a sensor at
x5L is zero~the temperature is prescribed there! while the sen-
sitivity of the PF model is high for this sensor, the early time
information of the PT model is less than that of the PF. However,
as time progresses its information content soon exceeds that of the
PF model.

If one is uncertain about the heat flux,q(t), to be used as a
boundary condition in the model of the experiment, then there are
three possible approaches:~a! treat q(t) as another parameter to
be estimated;~b! evaluatef (kuT) as a marginal distribution and
find the value ofk which maximizes this distribution;~c! consider
q(t) as an uncertain parameter. The difficulties with the first
method have already been pointed out. The second approach using
a marginal distribution requires evaluating the joint distribution
f (k,quT), integrating over all values ofq and maximizing the
probability with respect tok @6,7#.

f ~kuT!5E f ~k,quT!dq (23a)

which, following the development of information leads to

Î5
]2L

]k2 5
]2

]k2 S lnS E f ~k,quT!dqD D (23b)

However, determiningf (k,q(t)uT) for the actual experiment and
integrating over all possible values ofq(t) for each time,t, is
virtually impossible.

Instead let us estimate the boundary heat flux,q(t), by using an
initial guess for the conductivity, the measured temperatures, and
a finite volume model for the experiment. This can then be used in
the PF model to yield an improved value ofk. Iterating gives a
reasonable estimate of the heat flux history and of the information
of the PF model.

Figure 6 shows the estimated time history of the flux,q(t), and
the error in satisfying the overall heat balance. The errors are
presumed to be primarily surface losses. These estimated overall
losses were found to be uncorrelated with a mean of approxi-
mately 1 percent of the applied flux. Using this estimated flux and
the measured temperatures, Fig. 7~a! depicts the information con-
tent of the PF and PT models computed using values ofsT of
0.08 °C in both models and assuming that the prescribed boundary
conditions for both models have no error. The PT model yields
about five times as much information as the PF model. When the
auto-correlation of the temperatures is included, both models
show a reduction of about a factor of ten.

The information content of the PT model, with or without con-
sidering the correlation, is seen to exceed that of the PF model by
approximately a factor of five suggesting that the precision of the
conductivity estimated from the PT model is approximately twice
that estimated from the PF model. In fact the boundary conditions
used in the models, the heat flux,q(t), in the PF model and the

Fig. 5 Sensitivities ­TÕ­k zk 0 ,t i ,x for the PT and PF models

Fig. 6 Estimated boundary flux for the PF model
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measured temperature,T(L), in the PT model, have statistical
variations, i.e., they are uncertain and auto-correlated. Reference
@18# has investigated how to consider such uncertainties and
shown that their effect is to augment the covarianceS of Eq. ~18!
to give an effective covariance matrix of

S1F ]T

]bcGcov~bc!F ]T

]bcG
T

(24)

where cov(bc) is the covariance of the boundary conditions. The
temperature history,T(k,t i ,x), computed atN times,t i , is based
upon theN values of the boundary conditions,bcj . This means
that in Eq.~24! @]T/]bc# is aN3N matrix. Likewise, cov(bc) is
an N3N matrix reflecting the auto-correlation of the boundary
conditions.

An analysis of the boundary conditions yields an estimate ofsq
of 42 W/m2 andsT of 0.08 °C. Including these uncertainties inS,
through Eq.~24!, yields the results shown by the solid lines in Fig.
7~b!. While the boundary flux was determined to be essentially
uncorrelated in time, the temperature used for the PT model
boundary condition was correlated as shown in Fig. 3~a!. Includ-
ing this correlation in cov(bc) then reduced the information con-
tent of the PT model to that depicted by the dashed line on Figure
7~b!.

When the uncertainty in the boundary conditions and the auto-
correlations are included, the PT model yields only 1.7 more in-
formation than the PF model compared to the 4.5 when these are
ignored~solid lines of Figure 7a!.

Conclusions
Reference~@2#! reported a standard deviation of the estimated

thermal conductivity of

S sk

k D 2

5
1

IPT
1S sr

r D 2

1S sc

c D 2

where the last terms represent the uncertainty in the density,r, and
the specific heat,c. The appropriate numerical values from Eq.~2!
are

S sk

k D 2

51.33102915.23102614.03024

indicating that the uncertainty due to the measurement noise and
errors was negligible in comparison to the other uncertainties.
From the discussion regarding the effect of uncertainties in the
boundary conditions and the correlation of the errors, the actual
information should be reduced by a factor of 30 because of the
auto-correlation and the uncertain boundary conditions, a factor of
four because the circumferential readings contribute no additional
information and a factor of two because the use of pairs of sym-
metrical sensors, e.g., stations 7 and 8, adds no additional infor-
mation to that obtained from one of the sensors. The total reduc-
tion in information is thus by a factor of 240, yielding a first term
of 0.331026. If only the effects of the temperatures were consid-
ered, i.e., the estimated parameter were the thermal diffusivity not
the conductivity, the effect of this reduction in information would
be a increase in the standard deviation by a factor of 15~i.e.,
A240). However, when estimating the conductivity, not the diffu-
sivity, the uncertainty in the specific heat dominates.

The results of the correlation analyses indicate that equal pre-
cision could be obtained by using fewer sensors and a slower
sampling rate. If this same apparatus were employed for estimat-
ing other properties, for example the contact resistance between
the end blocks and the tube, these results can be used to simplify
the operation of the experiment and the resulting analysis.

The comparison of the PF and PT models illustrates that param-
eters should be estimated using models which provide the greatest
sensitivities to the parameters sought. But the estimation must
consider all uncertainties and statistical properties if the estimated
precision is to accurately reflect the uncertainty in the estimated
parameters.

The methods described are generally applicable to transient and
steady state problems with data taken at arbitrary sampling rates.
While for strongly correlated data, the effect of the correlations
usually outweighs that of numerical errors in solving for
F(k,t i ,x) it is important to ensure that the solutions are indepen-
dent of grid resolution and time steps.

Finally, it must be recognized that the statistical analysis pre-
sented here could only have been carried out because a large
amount of data from multiple sensors was available. Of particular
importance was the knowledge of the absence of a cross-
correlation between the sensors at the different axial positions and
the strong cross-correlation between sensors at the four circumfer-
ential positions. Because of these effects:~a! circumferential av-
erages at each axial position could be used;~b! data from each
axial position could be treated independently. Without this knowl-
edge, all data would have had to be considered simultaneously
and the covariance matrix,S, would have been of order 14,000
314,000 instead of 5003500, rendering the analysis impossible.

Equally important, the choice of the simulation model and the
estimate of the conductivity depended upon the data from those
extra sensors whose data was highly correlated, e.g., the circum-
ferential sensors justified the use of a one-dimensional analysis.
The number of sensors and their deployment must be carefully
considered in order to justify the model used. These results dem-
onstrate that one must differentiate between the data needed to
specify the model and the precision in the estimated parameters
provided by the data.

Fig. 7 „a… Information content of the PF and PT models with no
uncertainty in the boundary conditions; „b… Information content
of the PF and PT models with uncertainty in the boundary con-
ditions and correlation in time.
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Nomenclature

Roman

bc 5 boundary condition
E@x# 5 expected value ofx
f (x) 5 probability density function of

F 5 predicted temperature
H 5 sensitivity matrix
ic 5 initial condition
I 5 information
k 5 thermal conductivity
N 5 number

N@m,g# 5 normal distribution with a mean ofm and a vari-
ance ofg

P 5 parameter to be estimated
q 5 heat flux
t 5 time

T 5 temperature
wi 5 weight
x 5 position

Greek and Mathematical Symbols

e 5 error
D 5 difference
r 5 correlation coefficient, density

rc 5 product of density and specific heat
sx 5 standard deviation ofx

sx
e f f 5 effective standard deviation ofx
S 5 covariance matrix ofe
u 5 fixed parameter
P̄ 5 true value ofP
P̂ 5 estimate ofP

$x%, x 5 vector
$x%T,xT 5 transpose of vector
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The geometric shape of a passage’s cross-section has an effect on
its convective heat transfer capabilities. For concentric annuli,
the diameter ratio of the annular space plays an important role.
The purpose of this investigation was to find a correlation that
will accurately predict heat transfer coefficients at the inner wall
of smooth concentric annuli for turbulent flow of water. Experi-
ments were conducted with a wide range of annular diameter
ratios and the Wilson plot method was used to develop a convec-
tive heat transfer correlation. The deduced correlation predicted
Nusselt numbers accurately within 3 percent of measured values
for annular diameter ratios between 1.7 and 3.2 and a Reynolds
number range, based on the hydraulic diameter, of 4 000 to
30,000. @DOI: 10.1115/1.1517266#

Keywords: Annular Flow, Experimental, Forced Convection,
Heat Transfer, Heat Exchangers

Introduction
Since the early nineteen hundreds many researchers have inves-

tigated heat transfer in annuli, particularly in order to find corre-
lations that can describe the Nusselt number and convective heat
transfer for a wide range of flow conditions and annular diameter
ratios. Most of the proposed equations for calculating annular
Nusselt numbers are functions of the annular diameter ratio, the
Reynolds number and the Prandtl number and correspond with the
Dittus-Boelter type form. Table 1 contains some correlations
@1–10# cited in literature. Most correlations predict an almost lin-
ear increase in the Nusselt number with an increase in the Rey-
nolds number.

When comparing the various correlations, applicable to the
flow of water, over a wide range of annular diameter cases and
Reynolds numbers, it is found that large differences, in the region
of 25 percent in terms of the average, exist between predicted
values.

No literature was found that indicates the existence of an accu-
rate heat transfer correlation for concentric annuli. It was thus the
purpose of this investigation to deduce a correlation with which
accurate predictions could be made of average Nusselt numbers at
the inner annular wall under turbulent flow conditions of water.

Experimental Facility and Data
Eight different concentric tube-in-tube heat exchangers, each

with a different annular diameter ratio, were used during the ex-
perimental investigation. Each heat exchanger had an effective
heat transfer length of about 6 m and was operated in a counter-
flow arrangement with hot water in the inner tube and cold water
in the annulus. The heat exchangers were constructed from hard-
drawn refrigeration copper tubing and were operated in a horizon-
tal configuration.

The inner tubes were kept in concentric positions by employing
sets of radial supporting pins along the length of each heat ex-
changer at different intervals. The size and position of the sup-
porting pins were carefully calculated to minimize possible sag-
ging of the inner tube. The supporting structures occupied
between 3.9 percent and at most 6.5 percent of the cross-sectional
areas of the various test sections@11#.

Volumetric flow rates were measured by using semi-rotary
circular-piston-type displacement flowmeters with a measuring
accuracy of greater than 98 percent. Hot water supplied by an
on-site hot-water storage tank (1000l ), fitted with an electric re-
sistance water heater, was pumped through the inner tube by
means of a positive displacement pump and then returned to the
storage tank. The hot-water flow rates were controlled with a
hand-operated bypass system. Similarly, cold water was supplied
from a cold-water storage tank (1000l ) connected to a chiller and
pumped through the annulus by means of two series connected
centrifugal pumps to ensure high flow rates before being returned
to the storage tank.

Temperature measurements were facilitated by means of K-type
thermocouples fixed on the outside surfaces of entry and exit re-
gions of the heat exchangers. Temperature errors were usually less
than 0.1 K. Measuring points were sufficiently insulated from the
ambient.

A high level of accuracy in the experimental data was main-
tained. More than 90 percent of all data points exhibited an energy
balance error of less than 1 percent between the inner tube and
annular heat transfer rates. A Reynolds number range, based on
the annular hydraulic diameter, of 2 600 to 35,000 was covered.

Processing of Data
It was assumed from previous work~Table 1!that the internal

and annular Nusselt numbers can be written in a Sieder-Tate@12#
format, respectively:

Nui5
hiDi

ki
5Ci Rei

0.8Pri
1/3S m

mw
D

i

0.14

(1)
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(2)

P, Ci , and Co are added to account for geometry influences.
The modified Wilson plot method developed by Briggs and Young
@14# was used to determine these values for the different annular
diameter ratios while for the inner tube the exponent of the Rey-
nolds number was kept at 0.8 as suggested in literature@13,14#.

More than 95 percent of all data points were predicted within a
3 percent accuracy by the Wilson plot obtained correlations for the
different heat exchangers. All Wilson plot correlations exhibited a

median error of less than or in close proximity to 1 percent. Stan-
dard deviances for error values were less than 2 percent.

Derivation of Correlation
P and Co , from Eq. 2, showed a dependence on the annular

diameter ratio. Figures 1 and 2 illustrate the general trends ofP
andCo in terms of the diameter ratio. The value ofP exhibited a
downward trend when the annular diameter ratio was increased.
On the other hand, the value ofCo had an upward trend for an
increasing annular diameter ratio.

Fig. 1 P values obtained from Wilson plot analyses Fig. 2 Co values obtained from Wilson plot analyses

Table 1 Equations available from literature describing the Nusselt number in a
smooth concentric annulus during forced convection
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Results obtained for annular diameter ratios of 4.17 and 3.39 do
not agree with the general trend of the rest of the heat exchangers
which are encircled in Figs. 1 and 2.

These heat exchangers were rebuilt and the experimental tests
repeated. The values ofP andCo were reaffirmed. From the ex-
perimental results, the behavior ofP and Co can be described
relatively precisely for annular diameter ratios below 3.2. For ra-
tios greater than this, it is unfortunately not the case and more
experimental data are needed. Data points between annulus ratios
of 3.2 and 5 are difficult to obtain as tube sizes which would give
these ratios are not readily available.

Using results for annular ratios of below 3.2, it was possible to
describe the trend mathematically by evaluating different curve
fits. Equations~3! and ~4! exhibited the best accuracies and are
indicated in Figs. 1 and 2 as dotted lines.

P51.013e20.067a (3)

Co5
0.003a1.86

0.063a320.674a212.225a21.157
(4)

By substituting Eqs.~3! and~4! into Eq.~2! a correlation for the
prediction of the Nusselt number is produced.

The validity of the resulting correlation for the prediction of
Nusselt numbers was tested with experimental data from all heat
exchangers having an annular diameter ratio of less than 3.2. All
predictions were within 3 percent of experimentally obtained val-
ues~Fig. 3!.

The correlation was also compared to correlations in literature
~Table 1!for an arbitrary thermal condition over a wide range of
annular diameter ratios and Reynolds numbers. For a case where
the Reynolds number is 8 000 and the Prandtl number is 3.36, the
result is shown in Fig. 4. This trend was found to be true for a
wide range in Reynolds numbers and Prandtl numbers.

For small annular diameter ratios, up to about 2.5, the predic-
tions correspond well with the correlation by Dittus and Boelter
@8#, and an equation by McAdams@2#. In the region of an annular
ratio of 3.5, a close agreement exists with the correlation of Stein
and Begell@9#.

Conclusion
As was expected, it was found that the convective heat transfer

correlation for an annulus is dependent on the annular diameter
ratios. A correlation was deduced from experimental results that
predicts Nusselt numbers accurately for water within 3 percent
from the measured values for diameter ratios between 1.7 and 3.2
and a Reynolds number range of 4 000 to 30,000.

Nomenclature

a 5 annular diameter ratio@D2 /D1#
Ci 5 inner tube convective heat transfer correlation coeffi-

cient ~Wilson plot!
Co 5 annulus convective heat transfer correlation coeffi-

cient ~Wilson plot!
D1 5 diameter of outer wall of inner tube, m
D2 5 diameter of inner wall of outer tube, m
Dh 5 hydraulic diameter of annulus@D22D1#, m
Di 5 inner diameter of inner tube, m
h 5 convective heat transfer coefficient, W/m2K
k 5 thermal conductivity, W/mK

Nu 5 Nusselt number
P 5 exponent of Reynolds number in Wilson plot function
Pr 5 Prandtl number
Re 5 inner tube Reynolds number

Reo 5 Reynolds number
m 5 viscosity, Ns/m2

Subscripts

Dh 5 based on the hydraulic diameter of the annulus
i 5 inner tube side
o 5 annulus side
w 5 wall
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A Thermocapillary Mechanism for
Lateral Motion of Bubbles on a Heated
Surface During Subcooled
Nucleate Boiling
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Both thermocapillary flow and the concerted motion of bubbles
toward each other in subcooled nucleate boiling have been men-
tioned in the literature on boiling phenomena, but never associ-
ated with each other. Also, it has been shown in previously unre-
lated contributions that thermocapillary flow around bubbles of
sparingly soluble gas can cause those bubbles to aggregate on a
warm surface. The conjunction of these observations leads to the
hypothesis that mutual entrainment in thermocapillary flow might
drive bubbles toward each other during nucleate boiling of a sub-
cooled liquid. An approximate equation for estimating the observ-
ability of such motion is presented. The effect would be especially
important in cases where the bubble release rate is low such as
boiling on horizontal down-facing surfaces and boiling in micro-
gravity. @DOI: 10.1115/1.1517268#

A Thermocapillary Mechanism for Lateral Motion of
Bubbles

A hypothesis about a transport mechanism that promotes coa-
lescence of bubbles during subcooled nucleate boiling is pre-
sented. The hypothesis is that adjacent bubbles entrain each other
in thermocapillary flow surrounding them during nucleate boiling
of subcooled liquids. The entrainment manifests itself as motion
of the bubbles toward each other, which promotes their coales-
cence. The discussion and calculations provided in this contribu-
tion are offered in support of the hypothesis.

Consider the circumstances appearing in Fig. 1~a–c!. In all
cases a growing bubble is immersed in liquid and either attached
to- or very near a warm surface. We assume for simplicity that the
process is occurring in microgravity, so natural convection is not
included. It is also assumed for clarity that an adjacent ‘‘tracer’’
bubble is mobile;i.e., that its contact line is either nonexistent or
sufficiently small not to affect any lateral bubble motion. The
bubble is growing either because of vaporization of liquid or dif-
fusion of dissolved gas to the interface.

The bubble on the left of Fig. 1~a!is entirely immersed in
saturated liquid heated by the solid surface; the vapor/liquid inter-
face is an isotherm. Consequently, the only flow associated with
these bubbles is due to the expanding interface. There are no
thermal gradients on the vapor/liquid interface, so the contribution

of thermocapillary flow is zero in this instance and there is no
reason for the tracer bubble on the right to move as a whole
toward the bubble on the left.

The bubble on the left of Figure 1~b!consists primarily of spar-
ingly soluble gas such as hydrogen or oxygen produced during
electrolysis; the bubble grows by diffusion of dissolved gas
through the liquid to the gas/liquid interface. If the bubble is on a
warm surface, there is an overall temperature gradient normal to
the solid surface both in the liquid and at the gas/liquid interface.
Since the surface tension of the liquid depends on temperature, a
gradient of the latter engenders a gradient of the former; the mo-
bile interface of the bubbles cannot sustain the shear stress and
hence thermocapillary flow exists in the region around each
bubble. This is the thermal version of the well-known Marangoni
effect. @1,2#A few streamlines showing the upward flow near the
bubble and circulation are provided. Since the flow is upward
away from the heated surface in its vicinity the bubble pumps the
liquid out from around it. A mobile tracer bubble shown on the
right side of Fig. 1~b!is entrained in this flow. Of course in reality
flow fields exist about both bubbles; they entrain each other.

This motion has been observed in electrolytic gas evolution and
in model experiments. Sides and Tobias@3# observed lateral mo-
tion of oxygen bubbles on transparent tin oxide electrodes in elec-
trolytic gas evolution; Sides and co-workers@4# formulated the
thermocapillary pumping hypothesis and investigated the ther-
mocapillary pumping mechanism theoretically and experimentally
in a model system@5# where only viscous transport of momentum
was allowed. Figure 2 is an example of their results.@5# Two
bubbles adjacent to each other come together when the surface is
warm and separate upon reversal of the temperature gradient. The
mechanism of thermocapillary driven aggregation of two bubbles
of sparingly soluble gas is well established where purely viscous
flow is a good assumption.

The subject of the hypothesis of the present work is Fig. 1~c!,
the case where bubbles are produced by boiling into subcooled
liquid. While superficially similar, in that both electrolysis and
boiling result in growth of a much less dense phase within a more
dense phase, the phenomena of electrolysis and boiling are quite
different in many ways, such as in the origin of the less dense
phase, the resulting size of the bubbles, and the speed of events.
These differences make any new correlation between the two phe-
nomena worthy of exploration. In fact the application of the con-
cept of thermocapillary induced aggregation only applies to a sub-
set of boiling phenomena, i.e., nucleate boiling into subcooled
liquid. It is counterintuitive to apply thermocapillary flow con-
cepts to boiling at all because in most cases the vapor liquid
interface is an isotherm; it is only in the special case of nucleate
boiling into subcooled liquid that the hypothesis has potential for
being true.

The heated surface of Fig. 1~c!is above the boiling point, but
the bulk liquid is subcooled. The liquid consists primarily of a
pure compound such as water but also contains a sparingly soluble
gas. The bubble of Fig. 1~c! in this case grows principally by
vaporization but it extends into subcooled liquid. If a temperature
gradient likewise exists~even if transiently!along their interfaces,
the bubble on the left entrains a tracer bubble in its vicinity, as
shown in Fig. 1~c!.

The question is the extent to which this phenomenon might be
apparent during boiling. Evidence both of thermocapillary flow
and of boiling bubble motion driven by forces other than buoy-
ancy exists in the literature. McGrew et al.@6# heated a suspen-
sion of small particles in n-butanol and other liquids. The particles
traced the flow in the vicinity of bubbles that appeared during
nucleate boiling of the test liquid. Their comments are worth quot-
ing @6#:

‘‘When boiling was established, we consistently observed a
streamline type of flow and a rapid circulation of liquid around
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the bubbles. . . . Theliquid moved along the heated surface to-
ward the bubbles from all sides, and then traveled downward
around the bubble periphery . . . .’’

This was one of the earliest observations of thermocapillary flow
during boiling. Elsewhere in this article, the authors record the
following observation:

‘‘Some of the bubbles could be observed moving along the heat-
ing surface, and a tendency for the bubbles to move toward each
other was apparent.’’

McGrew et al.@6# ascribed the aggregation to thermophoretic
motion along thehorizontal temperature gradients that exist be-
cause the low conductivity bubbles disturb the heat flux paths that
would otherwise be normal to the heated surface. Ervin et al.@7#

observed that bubbles moved on the surface of their heater and
coalesced. They noted that they met at the warmest part of the
heater, which echoes the lateral thermophoresis argument of
McGrew et al.@6#. Qiu et al.@8# observed coalescence of bubbles
grown side by side from prepared nucleation sites on silicon, but
the aggregation of bubbles seemed to depend more on proximity
and size than on directed motion toward each other.

The identification of thermocapillary flow in boiling of sub-
cooled liquids led primarily to investigation of both its enhance-
ment of heat transfer and its mechanism. Previously, the substan-
tial improvement of heat transfer by boiling was ascribed to the
agitation associated with bubble growth, coalescence, and depar-
ture, but investigators have turned their attention to the conse-
quences of thermocapillary flow for heat transfer by boiling in
subcooled liquids. Marek and Straub@9# describe this effect. Their
vision of nucleate boiling into subcooled liquid in the presence of
noncondensibles appears in Fig. 3. The heater superheats liquid
adjacent to it. The liquid, bearing both a primary component and
dissolved noncondensibles, vaporizes. The vapor condenses in the
subcooled zone at the top of the bubble leaving behind the gas
which accumulates. If the system is isobaric, equilibrium at the
bubble interface sustains a negative temperature gradient along
the bubble wall. The bubble can even collapse in some circum-
stances.

Recent reporting@10–12# on visual observation of growing
bubbles during boiling has provided additional evidence both for
the concerted motion of small bubbles to coalesce with large ones
and for the aggregation of equal-sized bubbles, evidence that is
strikingly similar to the observations of Sides and Tobias@3#. Kim
et al. @10,11#flew a micromosaic heater in a reduced gravity en-
vironment and found that the large bubble that formed was ‘‘fed
by smaller satellite bubbles that surround it.’’

Thus the phenomenon of thermocapillary driven aggregation of
bubbles during boiling is plausible but it remains to examine
whether it might be observable for the relatively large bubbles
produced in that process. The circumstances are quite different
since the small bubbles of electrolysis of aqueous solutions al-
lowed assumption of flow dominated by low Reynolds number
flow, while that assumption is clearly not appropriate for boiling.
Second, it is not clear whether the possible thermocapillary flow
velocities would be sufficient to generate an observable flow.

Estimation of Flow Rate Due to the Thermocapillary
Mechanism

We perform a scaling analysis of the equations of motion in-
cluding both diffusion and convection of momentum for the pur-
pose of estimation of the strength of the flow and hence the po-
tential lateral migration velocity of the bubble. Consider a vertical
mobile interface in cartesian coordinates, as shown in Fig. 4; the
direction along the interface is thez direction and the direction
away from the interface is thex direction. For simplicity, they
direction is infinite. The length scale along the interface is taken
as a. The characteristic velocity along the bubble surface is the
thermophoretic velocity@13#

vzo5
dg

dT

DT

2m
(1)

in which dg/dT is the variation of surface tension with tempera-
ture,DT is the temperature difference over the length scalea, and
m is the liquid viscosity. Thez component of the steady equation
of motion and the continuity equation appropriate for this case are

vx

]vz
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1vz

]vz
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5n

]2vz

]x2 1n
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]z2 (2)

]vz

]z
1

]vx
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Fig. 1 „a… A bubble in saturated boiling. The bubble is im-
mersed entirely in superheated liquid. The fluid flow is due to
the expanding interface because the vapor liquid interface is an
isotherm. The tracer bubble does not move toward the other
bubble. „b… A bubble of sparingly soluble electrolytically
evolved gas near an electrode that is the source of the gas and
is itself warm with respect to the electrolyte. The low thermal
conductivity of the bubble relative to the thermal conductivity
of the liquid supports a temperature gradient at the gas Õliquid
interface, which causes the liquid to flow away from the elec-
trode and to entrain a tracer bubble. „c… A bubble being gener-
ated by vaporization at a heated surface, and consisting prima-
rily of vapor with some amount of sparingly soluble gas
immersed in subcooled liquid. Thermocapillary flow ensues be-
cause there is a temperature gradient along the surface of the
bubble; as in „b… the temperature gradient engenders a surface
tension gradient that pumps liquid in the vicinity of each
bubble away from the heated surface. Adjacent bubbles entrain
each other and consequently move toward each other.
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wherev denotes velocity,x andz are cardinal directions, andv is
the kinematic viscosity. Unlike the analysis for electrolysis@4,5#,
the flow equation above includes convective terms.

The goal is to scale these equations appropriately and in the
process deduce a characteristic velocity in thex direction. Defin-
ing xo , vxo as characteristic length and velocity normal to the
interface, we substitute them into Eq.@2# along witha andvzo .

vxovzo

xo
fx

]fz

]h
1
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2

a
fz

]fz

]z
5n

vzo

xo
2

]2fz

]h2 1n
vzo

a2

]2fz

]z2 (4)

wheref is velocity andh5x/xo and z5z/a are dimensionless
distance in thex and z directions, respectively. Convection of
momentum in the direction parallel to the interface is obviously an
important term, so we scale it toO(1) by dividing the equation
through by the coefficient of the second term on the lhs, which
gives
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The thermocapillary flow at the interface is extended into the bulk
fluid by diffusion of momentum, so the first term on the rhs is
important. Scaling it toO(1), oneobtains a formula for a char-
acteristic distance in the lateral direction,xo[Ana/vzo. The coef-
ficient of the second term on the rhs isO(1024) so diffusion of
momentum in thez direction can be neglected. The reference ve-
locities and distances are now inserted into the continuity equa-
tion.

vzo
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]fz
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]fx
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50 (6)

Fig. 2 Experimental observation of the thermocapillary pumping effect. Bubbles move together, apart, and back toward
each other as the surface on which they rest is first heated, then cooled, then heated. Air in silicone oil. The bubbles are 1
mm in diameter. See Kasumi et al. †5‡ for details of the experiments and theory.
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The terms balance ifvxo[Anvzo /a. Using ~1!, one obtains from
this process an estimate of the lateral velocity to be expected for a
given temperature difference over the distancea. Taking the dis-
tancea to represent the radius of the bubble andDT to represent
the temperature difference between the base of the bubble and its
apex, we obtain an estimate of the lateral velocity of the liquid,
wherer is its density.

vxo5An

a

dg

dT

DT

2m
5ADT

2ar

dg

dT
(7)

Equation ~7! indicates that liquid flows toward the interface of
Fig. 4, and similarly toward a single bubble of radiusa, at a rate
proportional to the square root of the temperature gradient in the
direction of flow. The velocity is independent of viscosity because
viscosity both produces and impedes the secondary flow toward
the bubble.

The meaning of Eq.~7! is that two bubbles within a few radii of
each other experience an attractive force due to the lateral flow

along the heated surface. The bubbles aggregate in response to
this force when at least one bubble of a pair is mobile. If both
bubbles are mobile, they respond to each other’s flow field and
thus move toward a point between them. If both bubbles of a pair
are attached to the surface, issues of the movement of contact
lines come into play, which is beyond the scope of this analysis.
This analysis also does not include any representation of the
purely hydrodynamic hindrance of a detached bubble due to a
nearby wall, but neither does it include a substantial increase of
velocity due to intensification of thermal gradients between
bubbles whose centers are less than 3 radii apart.

The observability of motion due to thermocapillary pumping is
given by the ratio of the time scale for bubble release divided by
the time scale for motion of the bubble. Its meaning is that an
observer can hope to record the lateral motion of bubbles due to
the proposed thermocapillary mechanism before the bubble de-
parts from the surface.

observability[
t release

tmotion
5

t releasevxo

a
5t releaseAdg

dT

DT

2ra3 (8)

As an example of the use of this equation, consider the results of
Ibrahim and Judd@14# who boiled water on a copper surface and
recorded a bubble growth time of 6 ms for bubbles that grew to
1.8 mm in radius in liquid subcooled by 10 K. Using21.8
•1024 N/(m•K) as the derivative of surface tension for water
near the boiling point@15#, one calculates the observability to be
0.12, which means that thermocapillary motion was not obvious
in their experiment performed in 1 g. The observability calculated
above is not so far from unity that bubble motion due to mutual
thermocapillary entrainment must always be negligible; instances
where bubbles remain on surfaces, such as downward facing sur-
faces in earth gravity or any heated surface in microgravity, might
reveal the effect.

Closure
The principal contributions of this note are the statement of a

hypothesis concerning a possible thermocapillary pumping
mechanism for lateral bubble motion on a heated surface during
nucleate boiling, and the presentation of equations for estimating
the strength of the effect. The phenomenon will be most evident in
circumstances where bubbles are retained on surfaces, such as
nucleate boiling from subcooled liquids in microgravity or on the
underside of horizontal heaters.
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Measurements of vapor fraction and bubble axial velocity were
carried out in subcooled boiling flow using a newly designed two-
sensor fiber-optic probe. The sensors encountered the axial mo-
tion of the vapor bubbles essentially head-on. The new measure-
ments were more repeatable and had less scatter in the outer low
vapor fraction region of the boiling layer compared to our earlier
measurements.@DOI: 10.1115/1.1517269#

Keywords: Boiling, Flow, Heat Transfer, Two-Phase

Introduction
In a recent paper, Roy et al.@1#, we reported local measure-

ments in the liquid and vapor phases of turbulent subcooled boil-
ing flow. The vapor residence time fraction and vapor bubble
time-mean axial velocity~taken to be the mean propagation ve-
locity in the axial direction of the front interface of the bubble!
were among the quantities measured at six different experimental
conditions. A two-sensor fiberoptic probe~Photonetics!with 50
mm sensor tip size, Fig. 1~a!, was used. However, the horizontal
orientation of each sensor in a flow whose mean direction was
vertical was deemed to have been a possible source of measure-
ment error because of some ambiguity in the bubble piercing ac-
tion of the sensor tip. To investigate this, we designed a new
two-sensor fiberoptic probe which was then constructed by RBI
Sarl, France. In this paper, we briefly describe the new probe and
report its measurement of vapor fraction and bubble time-mean
axial velocity.

The New Two-Sensor Fiber Optic Probe

Figure 1~b!shows this probe schematically. The orientation of
the sensors is somewhat similar to the dual resistive probe sensors
described by Herringe and Davis@2# and Revankar and Ishii@3#.
The two fiberoptic sensors encounter the axial motion of the vapor
bubbles essentially head-on, rendering the bubble piercing action
more sharply defined. The optical fiber is of 200mm diameter
with 50 mm tip. Most of the bubbles in the flow being in the
0.4–1.5 mm diameter range~based on our earlier study!, the sen-
sor tip size is adequately small. A smaller tip size may be prefer-
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Fig. 1 The two-sensor fiber-optic probes: „a… earlier FOP
probe; „b… new FOP probe; and „c… typical sensor outputs—new
probe
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able but was decided against because of structural strength con-
sideration. The probe was operated by a two-channel opto-
electronic module~RBI Sarl!.

Figure 1~c!shows typical outputs from the two sensors when in
the bubbly flow boiling region. For each sensor signal, the sam-
pling time interval was 50ms and the record length 6 sec. A

description of the signal analysis method for obtainingaG andUG
can be found in@4#. The vapor fraction was based on the upstream
sensor signal because the downstream sensor was likely to have
been affected by the upstream sensor wake.

Results
The six experiments~tp1 through tp6!reported in@1# were re-

peated with the new probe. For brevity, we show the results of
only three experiments~tp1, tp2, and tp5!. Data from the other

Fig. 2 Vapor fraction and time-mean bubble axial velocity dis-
tributions for experiment tp1

Fig. 3 Vapor fraction and time-mean bubble axial velocity dis-
tributions for experiment tp2
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three experiments are of similar consistency. With the exception
of the radially outermost bubble axial velocity, the measurement
uncertainties are as follows:

aG 61 percentaG when ,15 percent

62 percentaG when .15 percent

UG 64 percent of value

The uncertainty in bubble axial velocity at the outermost location
was larger~610% of value!mainly because very few bubbles
were present. Furthermore, these bubbles were smaller in size and
more susceptible to turbulent velocity fluctuations of the liquid
phase than the larger bubbles.

Figures 2–4 show the results. The experimental conditions are
given in the figures. Included in each figure are the new data and
the earlier data@1#. The newaG data are, in general, slightly
lower—this trend was not influenced by uncertainty in locating
the upstream sensor which was minimal, the sensor tip having
been positioned accurately by two intersecting laser beams. The
new UG data were generally more repeatable and had noticeably
less scatter in the low vapor fraction region (R* .0.2) of the
boiling layer. We note that the measurement location closest to the
heated inner wall in the new experiments (r 2r i50.42 mm! is
slightly farther from the wall compared with the experiments re-
ported in@1# (r 2r i50.37 mm!. This was in order to provide an
additional safety margin for the sensor tips of the new probe when
approaching the inner wall.

Numerical simulation results foraG andUG were presented in
@1# and are not shown here.

Concluding Remarks
The altered orientation of the sensors in the new two-sensor

fiberoptic probe yielded measurements of the bubble time-mean
axial velocity that were more repeatable and with less scatter in
the outer low vapor fraction region of the boiling layer compared
to our earlier@1# measurements. In our opinion, this is because of
the more sharply defined bubble piercing action of the sensor tips.
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Nomenclature

Dh 5 channel hydraulic diameter,52(ro2r i)
r 5 radial coordinate

r i ,r o 5 dimensionless radius,5(r 2r i)/(r o2r i)
Rein 5 Reynolds number at channel inlet,5Ub,inDh /nL

Ub,in 5 time-mean bulk axial velocity of liquid at channel
inlet

UG 5 time-mean axial velocity of vapor bubble
z 5 axial coordinate

aG 5 vapor residence time fraction
nL 5 liquid kinematic viscosity
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A numerical study was performed to assess the influence of buoy-
ancy on plane, parallel jets. Results indicate that, relative to iso-
thermal jets, the location along the vertical symmetry plane at
which the two jets merge (the merge point) decreases with in-
creasing jet inlet temperature. This decrease is attributed to
higher entrainment rates for the heated jet relative to the isother-
mal jet. It was also found that for sufficiently high values of the
Archimedes number, the merge point becomes nearly independent
of the initial jet spacing. @DOI: 10.1115/1.1501088#
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Introduction
Single turbulent plane and offset wall jets are of great engineer-

ing importance, and consequently have been studied extensively
@1–3#. Applications include burners and boilers, film-cooling of
lining walls within gas turbine combustors, fuel-injection systems,
and heating and air-conditioning systems. However, far fewer in-
vestigations into the behavior of multiple parallel jets appear in
the literature. In addition to the applications mentioned above, the
study of multiple jets may be particularly important in the design
of pollutant exhaust stacks. Specifically, relative to a single ex-
haust stack, the close grouping of stacks to form parallel jets may
be employed as a means to increase the exhaust plume trajectory
and consequently decrease the impact of exhaust pollutants@4#.

Flow patterns for two parallel plane jets have previously been
reported in the literature@c.f. @5–11##. The earliest studies were
those of Tanaka@5,6# in which the basic flow patterns and entrain-
ment mechanisms of parallel jets were described. In particular,
Tanaka identified three relevant regions of the flowfield in the
axial direction. The first may be termed the converging region,
which begins at the nozzle exit and extends to the point where the
inside shear layers of the jets merge~denoted the merge point!.
The merging of the jets is due to the asymmetric nature of the
entrainment rates which results in a region of sub-atmospheric
pressure between the jets. The jets are consequently deflected to-
ward each other; at their merge point the velocity on the symmetry
plane is equal to zero. The intermediate, or merge region is that
existing between the merge point and the combine point, where
the combine point is defined as that point along the symmetry
plane at which the velocity is a maximum. Finally, the combined
region is that downstream of the combine point where the two jets
begin to resemble a self-similar single jet. The general character-
istics of the flow field are illustrated in Fig. 1.

Anderson and Spall@11# recently presented experimental and
numerical results for isothermal, plane parallel jets at spacings
S/d59, 13, and 18.25~whereS is the spacing between jet center-
lines andd is the jet width!. Values of the merge and combine
points computed using both the standardk2« and a differential
Reynolds stress model were compared with experimentally mea-
sured values. Good agreement between numerical and experimen-

tal results was obtained. Furthermore, no significant differences
between the results of the two turbulence models was observed.

The author has found no published literature concerning the
behavior of buoyant, plane parallel jets. However, experiments for
free convection over two parallel heat sources were first carried
out by Rouse et al.@12# in the early 1950s. They observed that the
two plumes quickly merged so that the maximum velocities were
located along the vertical symmetry plane. Subsequently, Pera and
Gebhart@13# looked at both plane, parallel plumes and axisym-
metric plumes, and observed that the plane, parallel plumes inter-
acted more strongly than did the axisymmetric plumes at the same
spacing. Gebhart et al.@14# further investigated the interaction of
unequal plane plumes.

In the present work, the findings of Anderson and Spall@11#,
and the work of Rouse et al.@12# are extended by investigating
numerically the evolution of buoyant, plane parallel jets.

Mathematical Model and Numerical Method
The governing equations consist of the incompressible Rey-

nolds averaged momentum, continuity and energy equations, and
equations for turbulence closure. The equations were solved using
the pressure-based, structured-grid, finite-volume code Fluent
~Version 4.4, Fluent, Inc., Lebanon, NH!. The governing equations
are well known, and hence for purposes of brevity are not listed.
However, a brief description of the modeling assumptions regard-
ing density variations and turbulence closure follow.

Density variations were taken into account using the Bouss-
inesq approximation for which the density was treated as a con-
stant value in all solved equations except for the buoyancy term in
the momentum equations, which was treated as

~r2r0!ḡ52r0b~T2T0!ḡ (1)

wherer0 andT0 are the far field reference density and tempera-
ture respectively,b is the thermal expansion coefficient, andḡ is
the gravity vector.

Results presented in Anderson and Spall@11# revealed little
difference between the merge points obtained usingk2« or dif-
ferential Reynolds stress turbulence models. Consequently, for
this study ak2« model was employed for turbulence closure. The
transport equations solved for the turbulence kinetic energyk and
dissipation rate« in the present work are given as
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The rate of production of turbulence kinetic energy,Gk , is defined
as
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and the generation of turbulence due to buoyancy,Gb , as
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The empirical constants in the model were taken asC«151.44,
C«251.92, C«351.0, Cm50.09, sk51.0, s«51.3, and sh
50.85. Note thatsh is defined asm tCp /kt ~wherekt is the effec-
tive thermal conductivity andCp is the specific heat!.

In terms of the solution procedure, interpolation to cell faces for
the convection terms was performed using a bounded QUICK
scheme@15#; second-order central differencing was used for vis-
cous terms. Pressure-velocity coupling was based on the SIM-
PLEC procedure@16#. Solutions obtained using the segregated
solver were considered converged when residuals for each of the
equations~based on an L2 norm!were reduced by a minimum of
four to five orders of magnitude. Additional iterations were then
performed to confirm iterative convergence.

Geometry and Boundary Conditions
The computational domain is identical in size to that employed

in Anderson and Spall@11#, defined by a rectangular region dis-
cretized using a Cartesian grid covering one half of the flow field.
A symmetry boundary condition was defined along they50
plane, whereas constant pressure boundary conditions were speci-
fied on they5ymax andx5xmax planes~see Fig. 1!. The domain
was bounded on thex50 plane by an adiabatic wall along which
nonequilibrium wall functions were specified. An opening of
width d in the wall defined the location of the jet inlet over which
a uniform velocity profile was set. The inlet was centered aty/d
54.5, 6.5, or 9.125, providing the three jet spacings studied
herein. Depending upon theS/d ratio, xmax ranged from 100dto
120d; whereasymax ranged from 20dto 30d. ~Note that numerical
tests for several cases performed by further increasing the extent
of the domain in each direction by 50 percent did not produce in
any significant changes in the results.!

The relevant Reynolds number for the problem was defined as
Re5(rVd)/m ~wherer is the density,V the inlet velocity, andm is
the dynamic viscosity!. Air was employed as the working fluid,
and the variables defining the Reynolds number were chosen such

that Re575,000.~We note that experimental data from previous
isothermal studies indicates that the location of the merge and
combine points are nearly independent of the Reynolds number.!

The turbulence intensities at the inlet were set to 5 percent,
from which the turbulence kinetic energy distribution was ob-
tained. The dissipation rate inlet boundary condition was derived
from the relationshipCmk1.5/L where the turbulence length scale
L was taken as 0.07d.

Three different grid resolutions were employed for eachS/d
spacing. For the cases defined byS/d59 and 13, grids consisting
of 713152, 1403300 and 2783597 cells were used, whereas for
the caseS/d518.25 the three grids contained 913152, 180
3300, and 3583597 cells. Across the jet inlet, the coarse, me-
dium, and fine grids contained 10, 20, and 40 cells, respectively.
In all cases, cells were clustered toward the (y50) symmetry
plane and the (x50) wall.

The importance of buoyancy in mixed convection flows is in-
dicated by the ratio of the Grashof number to the square of the
Reynolds number as (Drgd)/(rV2). In general, when this ratio
approaches unity, one may expect strong contributions from buoy-
ancy. This ratio is also referred to as the Archimedes number~Ar!,
and when the density variation is accounted for by the Boussinesq
approximation may be expressed as

Ar5 ~bgdDT!/V2. (6)

whereDT5Tinlet2T0 . ~Note that fluid at temperatureT0 may be
entrained across thex5xmax and y5ymax constant pressure
boundaries.!Parameters were set to provide values of Ar50,
1/16, 1/8, 1/4, and 1/2. The maximum value ofDT was limited to
;15°C so that the assumption of small temperature variations
inherent in the Boussinesq approximation would not be violated.

Results
Shown in Fig. 2 are contour plots of velocity magnitude which

display the jet trajectory for cases defined by Ar50 ~left side!and
Ar5 1/2 ~right side!, at jet spacingS/d513. Contours range from

Fig. 2 Contour plot of constant velocity magnitude for values
of ArÄ 0 „left side… and ArÄ 1Õ2 „right side… at a jet spacing of
SÕdÄ13. Contour intervals for the Ar Ä0 case range from 0.1 to
1.0 in intervals of 0.1. Contours for the Ar Ä1Õ2 case range from
0.2 to 2.2 in intervals of 0.2.

Fig. 1 Description of parallel jet geometry
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0.1 to 1.0 in intervals of 0.1 for the Ar50 case, and from 0.2 to
2.2 in intervals of 0.2 for the Ar51/2 case.~Note that only the
region in the vicinity of the jet inlets is shown, not the entire
computational domain.! For this and all subsequent contour plots,
tic marks on the ordinate and abscissa appear in increments of 1d.
The merge points, the location of which are defined by a stagna-
tion point along the axis, are identified on each side of the figure
by the arrows. Consequently, the regions below the merge point
constitute recirculation zones. Whereas the maximum velocity for
the case Ar50 occurs at the jet inlet, the maximum velocity oc-
curring for the case Ar51/2 is 2.28V, and occurs downstream of
the merge point. Examination of the contours for the case Ar
51/2 reveal that the jet velocity increases as the fluid leaves the
inlet. This leads to greater local entrainment rates, and as a result
~and perhaps contrary to intuition! the location of the merge point
decreases relative to the isothermal case by a factor of approxi-
mately 5.5. The results also show that the width of the isothermal
jet downstream of the merge points is larger than that of the
heated jet. For instance, atx/d520 ~near the top of the figure!the
width of the isothermal jet is approximately 50 percent greater
than that of the heated jet. For purposes of brevity, results for
other cases defined byS/d59 and 18.25, and at intermediate
values of the Archimedes number, are not shown. However, the
trends inherent in those results are consistent with the results
shown in Fig. 2.

Shown in Fig. 3 are contours of constant velocity magnitude for
the case of a cooled jet at spacingsS/d59 ~left side! and S/d
513 ~right side!. If DT is redefined asT02Tinlet , the Archimedes
number for these results is then 1/64. For the spacingS/d513, the
resulting flow pattern is considerably different than for the isother-
mal and heated jets. The jet trajectory is away from the symmetry
plane and no merging of the parallel jets takes place. Conse-
quently merge and combine points are not defined. The direction
of the flow here is dictated by continuity—the fluid within the
cooler jet is denser than the surrounding fluid, and hence has a
tendency to drop. Continuity dictates that the drop be directed
away from the symmetry plane. However, for the caseS/d59 the
forces drawing the cooled jets together~due to asymmetric en-
trainment!are sufficiently larger than the buoyancy force such that
the jets still merge, with the merge point occurring atx/d59.23.
Nevertheless, slightly downstream from the merge point the jet
trajectory is directed away from the symmetry plane as the verti-
cal momentum is eventually diminished due to the influence of

buoyancy. An additional cooled jet calculation for theS/d59
spacing at Ar51/16 revealed that the jets did not merge, but be-
haved in a manner similar to theS/d513 results shown in Fig. 3.

Contours of constant dimensionless temperature ((T
2T0)/(Tinlet2T0)) are shown in Fig. 4 at a jet spacing ofS/d
513 for Ar51/8 ~left side!and Ar51/2 ~right side!. The tempera-
ture contours provide information that is qualitatively similar to
velocity contours. The figure clearly reveals that the jets merge at
lower values ofx/d for the Ar51/2 case than for the Ar51/8
case. In addition, it is clear that the temperature distribution within
the recirculation zone is essentially constant, a result of the adia-
batic wall condition.

Shown in Fig. 5 is a line plot of the merge point (x/d) as a
function of Archimedes number for the three jet spacings defined
by S/d59, 13, and 18.25. This figure serves to summarize the
trends inherent as the Archimedes number is increased from the
isothermal (Ar50) cases. The results indicate a dramatic decrease

Fig. 4 Contours of constant dimensionless temperature „„T
ÀT0…Õ„TinletÀT0…… for ArÄ 1Õ8 „left side… and ArÄ 1Õ2 „right side…
at a jet spacing of SÕdÄ13. Contour levels range from 0.1 to 1.0
in intervals of 0.1.

Fig. 5 Location of merge point as a function of Ar for jet spac-
ings SÕdÄ9, 13, and 18.25

Fig. 3 Contour plot of constant velocity magnitude for cooled
jet with ArÄ 1Õ64 at jet spacings SÕdÄ9 „left side… and SÕd
Ä13 „right side…. Contours range from 0.1 to 1.0 in intervals of
0.1.
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in distance to the merge point~and consequently, the size of the
recirculation zone! as the Archimedes number is increased only
modestly from zero. In addition, the results indicate that for Ar
>1/4, the location of the merge point becomes nearly independent
of the jet spacing,S/d.

Results shown in Fig. 5 were computed on the finest grids.
Locations of the merge points computed on the intermediate and
coarse level grids ranged from 1 percent to 6 percent lower than
those computed on the fine grids. Several cases were then com-
puted by doubling the grid resolution of the finest grid in the
streamwise direction, and revealed essentially no change in the
merge point. Consequently, for the purposes of the present study
the fine grid calculations were thus considered to be adequately
resolved.

Conclusions

The results reveal that the trajectory of plane parallel jets is
strongly influenced by what may be considered as moderate levels
of the ratio of buoyancy to inertial forces. This conclusion has
implications in areas such as the ganging of smoke stacks, in
which the close grouping of stacks may be utilized to combine
non-manifolded exhausts into a single jet. The results also indicate
that cooled jets are not prone to merging unless the Archimedes
number is quite small. Although this is not likely to present itself
as an application in the ganging of smoke stacks, it may be of
significance in other engineering applications. The author plans to
consider in future work the fully three-dimensional interaction
between arrays of both isothermal and buoyant round jets.
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A method developed earlier for modeling conjugate two-phase
heat transfer in flashing flows was used to obtain a numerical
solution for transient boiling flow in heated pipes or channels.
Two criteria of applicability of the solution obtained were pro-
posed and numerically tested using a more rigorous model, which
accounts for the effects of heat conduction with heat generation in
the wall and forced convective boiling. The solution obtained pro-
vides a simple and reliable alternative to more rigorous methods
for modeling transient two-phase flow in heated channels when
the material of the wall bounding the flow has a high thermal
conductivity and the wall superheat is small.
@DOI: 10.1115/1.1470170#

Keywords: Boiling, Conjugate, Heat Transfer, Transient, Two-
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Introduction
Many existing and emerging multiphase technologies require

simple and reliable methods for predicting transient conjugate
two-phase heat transfer. In the petroleum industry, for instance,
electrical heating is being currently considered as one of the ef-
fective methods to prevent wax and hydrate formation in subsea
multiphase flowlines during very low production rates@1#. Several
types of heating systems have been proposed: direct heating, in-
duction heating and heat tracing@2#. Modeling of transient multi-
phase flow and heat transfer is an important stage in designing
such systems. Problems involving conjugate two-phase heat-
transfer also arise in the analysis of instabilities in two-phase sys-
tems @3#. Flow instabilities in heated channels are undesirable,
because they can cause mechanical vibrations of components, os-
cillatory wall temperatures and induce boiling crisis~dryout!. The
analysis performed to predict the threshold of flow instability, in
particular the analysis of dynamic instability, requires a correct
description of the thermal interaction between the boiling flow
and the heated wall.

A review of the existing techniques for predicting conjugate
two-phase heat transfer is presented in a previous article@4# and
shows that a rigorous approach to the problem requires numerical
modeling of heat conduction within the wall and calculating the
heat-transfer coefficient for convective flow boiling. Heated chan-
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nels are usually made of steel or some other metal. When the heat
generation rate is low, the transverse temperature gradient in the
wall is small because of a high thermal conductivity of metals.
Such situations cause difficulties in the numerical analysis of un-
steady heat conduction inside the wall. Temperature differences
between grid points of the numerical model of heat conduction in
the pipe wall are so small that the problem becomes sensitive to
round-off errors. Under these circumstances, it is very difficult to
achieve the heat balance at the wall-fluid interface. It is important
to note that in most such cases the problem considered yet should
be treated as a conjugate heat transfer problem since the wall
thermal capacity effect cannot be neglected.

In the present paper, a method proposed in the previous work
@5# for modeling of conjugate heat transfer in flashing flows is
used to obtain a simplified numerical solution for transient boiling
flow in heated pipes or channels. The solution obtained is verified
using a more rigorous model, in which the effects of the wall
superheat and heat conduction with heat generation, are taken into
account. Criteria of applicability of the simplified solution are
proposed.

Problem Formulation
The problem to be considered in this study is shown schemati-

cally in Fig. 1. A two-phase gas-liquid mixture flows through a
pipe of internal diameterD and lengthL. The thickness of the
pipe wall is d. Initially, the system comprising the flowing fluid
and the pipe wall is at steady state. Att50, an electrical current is
passed through the pipe to provide heating of the wall. The heat
generation rate within the wall is uniform over the whole length of
the pipe. The problem is to predict the response of the system to
heat input to the pipe wall.

The following assumptions are made in the derivation of gov-
erning equations:

1 The fluid flow is one-dimensional.
2 The phases are in thermal equilibrium. In slow transients, the

effect of thermal non-equilibrium is negligible, because there is
sufficient time for thermal equilibrium to be achieved.

3 The two-phase flow is homogeneous (Vl5Vg). This assump-
tion is made here just to simplify the derivation of the combined
energy equation. If the slip phenomenon is important, the pro-
posed approach can be readily applied to other two-phase flow
model formulations, for example, the drift-flux or two-fluid mod-
els.

4 The fluid and the pipe wall are in local thermal equilibrium.
This assumption is applicable when the overall temperature drop
in the transverse direction, the sum of temperature differences
across the wall and the fluid flow, is negligible

DT5DTw1DTf!DTsys (1)

whereDTsys is the temperature variation experienced by the fluid
in the system~the difference between fluid temperatures at the
pipeline inlet and outlet!.

The temperature difference across the pipe wall is small when
internal heat generation and changes of conditions at the wall-
fluid interface do not produce large temperature gradients within

the pipe wall. The maximum temperature rise induced by the in-
ternal heat sources can be estimated using solutions obtained for
one-dimensional steady conduction with heat generation. For
boundary conditions in which temperature is specified at the wall-
fluid interface and the external pipe surface is insulated, the
maximum-source-induced temperature rise can be calculated us-
ing the following relationships.

Thin Wall

DTw5
q-d2

2k
(2)

•Thick Wall

DTw5
q-r e

2

4k H r i
2

r e
2 12 ln

r e

r i
21J (3)

Changes of the local conditions at the wall-fluid interface also
may produce large temperature gradients within the wall. This
occurs when the characteristic time of temperature or heat flux
variation at the wall-fluid interface is much smaller than the time
during which temperature perturbations reach the external wall
surface~the transition timetc,w;d2/aw @6#!. In such a case, the
transient temperature behavior is similar to that observed in the
early stage of unsteady conduction in a body~the ‘‘early’’ regime
@6#!, and therefore the wall temperature is a function of both time
and space. In slow fluid transients the characteristic time of local
fluid temperature variation greatly exceeds the transition time.
Therefore, the temperature gradients inside the wall decay rapidly
and the instantaneous temperature has practically the same value
throughout the wall~the ‘‘late’’ regime @6#!. This condition is ful-
filled when the characteristic time of the process during which the
fluid flow parameters vary significantly~the time required to reach
a new steady state in the system! is much greater than the transi-
tion time

tc, f@tc,w;
d2

aw
(4)

The characteristic time of the fluid transient,tc, f , depends on
many factors~geometry, operating conditions, fluid properties,
etc.!In most practical cases the fluid particle residence time in the
pipeline can be used to estimate the characteristic time of the fluid
transient.

The difference between the local wall temperature and the local
fluid temperature~the wall superheat! can be estimated using the
following relationship:

DTf5
qi9

h
(5)

The heat flux in Eq.~5! can be obtained based on the known
volumetric heat generation rate. However in some cases the
amount of heat transferred to the fluid may be greater than the
amount of heat generated in the wall. Therefore an additional
verification of applicability of assumption 4 should be done after
performing numerical simulations. This will be discussed in more
detail in the next section.

5 The heat conduction in axial direction in the wall is negli-
gible. In long pipes, the heat-transfer area in axial direction is
much smaller than that in radial direction. Therefore, the effect of
axial heat conduction inside the wall is negligible.

Under these assumptions, the governing equations can be writ-
ten in the following form.

Continuity Equation

]r

]t
1

]

]x
~rV!50 (6)Fig. 1 Two-phase conjugate heat transfer with heat generation

in the wall
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Momentum Equation

]V

]t
1V

]V

]x
52

1

r

]p

]x
2KVuVu (7)

Energy equation for the control volume comprising a wall ele-
ment and a fluid element@5# Fig. 1:

]~ru!

]t
1Fa

]p

]t
1

]

]x
~ruV!1p

]V

]x
5q (8)

where

Fa5
rwcwTv f gAw

hf gA
(9)

The source termq in Eq. ~8!, the rate of heat transfer to the
control volume per unit fluid volume, describes two effects: the
heat input to the system due to heat generation in the pipe wall
and the heat transfer of the system with the surroundings. This
term can be expressed in the following form

q5q-
Aw

A
1qe9

Pe

A
(10)

State Equation

r5r~p,u! (11)

The initial condition is

at t50:

r,u,V5known f ~x! (12)

The boundary conditions are (t.0)

Inlet ~x50!:

G5Gin (13)
u5uin

Outlet ~x5L !:

p5pout (14)

The pipeline is assumed to be thermally insulated from the
surroundings, hence,qe950.

The set of equations~1!, ~2!, and~8! was solved numerically
using a semi-implicit finite-difference method. A detailed descrip-
tion of the method is given in@4#. A systematic mesh convergence
testing was performed in order to achieve the required numerical
accuracy. A uniform mesh comprising 100 cells has been found to
be adequate to keep the relative discretization errors under 1 per-
cent in all numerical simulations presented in this paper. The time
step was 0.4 s.

Results and Discussion
Transient heating of a long pipeline carrying a two-phase hy-

drocarbon mixture was modeled. The pipeline geometry, the op-
erating condition and the properties of the wall material are shown
in Table 1.

The overall temperature drop for given pipe geometry, wall
material properties and volumetric heat rate~Table 1!is 0.021 K
according to Eq.~3!. The transition time in this case istc,w

;d2/aw517. The time required to reach a steady fluid flow in the
pipeline, tc, f , can be estimated from the ratio of the pipeline
length to the average mixture velocity at the initial steady state.
This time scale is;104 s for the mixture mass velocity, condi-
tions at the pipeline inlet and outlet presented in Table 1. Thus,
both criteria for applicability of the simplified model, Eq.~1! and
Eq~4! are satisfied in this case. Figure 2 shows the temperature
response on the sudden heat input to the wall at three different
locations in the pipeline,x/L50, 0.5 and 1~more accurately, at
center of the first mesh cell, the cell at the middle of the pipeline
and the last cell!. This prediction was made using the simplified
model. As can be seen the local wall and fluid temperatures at
x/L50 and 0.5 increase during some period of time, and then
decrease until a new steady state is reached~at t'18000 s!. Tem-
perature at the pipeline outlet does not change because the outlet
pressure is fixed. Figure 2 also shows the results of predictions in
which the wall effect on the flow behavior is not accounted for,
i.e., the factor of adiabaticity, Eq.~9! equals zero~this was
achieved by settingd50!. As can be seen the temperature re-
sponse in this case is very different from that observed in the
previous case. Local temperatures reach their corresponding maxi-
mum values in a shorter time period and the maximum local tem-
peratures produced during the transient are higher. The wall effect
can be disregarded when the factor of adiabaticity,Fa, the ratio of
energy stored in the pipe wall to energy required to vaporize liq-
uid, is small~,1 in most practical applications! or the local fluid
pressure does not change~see Eq. 8!. In the considered case,Fa
590.9 atx/L50, Fa591.7 atx/L51, and the pressure is con-
stant only at the pipeline outlet, therefore the process of energy
accumulation in the pipe wall must be included in the analysis.

To access the accuracy associated with using the numerical so-
lution obtained in the present note, a more rigorous model of
conjugate two-phase heat transfer has been used. This model is
much more complex than that presented here. It consists of two
parts: a model of unsteady heat conduction in the wall~the ther-
mal model!, and a model describing the dynamics of two-phase
flow ~the hydrodynamic model!. It requires a correlation for pre-
dicting wall-to-fluid heat transfer under two-phase flow conditions
and an iteration procedure to couple the thermal model with the
hydrodynamic model. A detailed description of the ‘‘rigorous’’
model formulation is given in@4#. Some modifications have been
made to the rigorous model. The heat generation term has been
included in the heat conduction equation and the Gungor and Win-

Table 1 Pipeline geometry and operating conditions

Fig. 2 Variation of temperature with time at the inlet „x ÕL
Ä0…, middle „x ÕLÄ0.5…, and the outlet „x ÕLÄ1… of the pipeline
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terton correlation@7# has been employed to predict the heat-
transfer coefficient in flow boiling. This correlation has the advan-
tage of simplicity and in many cases performs better than some of
the more complex correlations for horizontal two-phase flow@8#.

Figure 3 shows the variations of overall temperature drop~Eq.
1! at x/L50, 0.5 and 1 predicted by the rigorous model. The
temperature drop does not exceed 0.3 K. Local fluid temperature
variations shown in Fig. 2 were also predicted by the rigorous
model. They are not shown in Fig. 2, because the temperature
histories predicted by the rigorous model coincided with those
predicted by the simplified model.

Additional computations were performed for the case in which
one of the criteria of applicability of the simplified model~the
second condition, Eq. 4! is not satisfied. To achieve this, the wall
conductivity was assumed to be of 0.25 W/mK in these calcula-
tions, and thereforetc, f;tc,w . All other conditions are the same
as in the previously analyzed case~Table 1!. As can be seen in
Fig. 3 the overall temperature drop in the transversal direction at
three locations increases with time and becomes very large~more
than temperature difference between the pipeline inlet and outlet!
at the new steady state. Therefore, the simplified model is not

appropriate to describe the transient process of pipeline heating in
such cases because it assumes local thermal equilibrium within
the pipe wall and an infinite wall-to-fluid heat transfer rate.

The predicted heat fluxes through the wall-fluid interface at the
pipeline inlet and outlet are shown in Fig. 4. In the simplified
model, the heat flux at the internal pipe surface is calculated from
the energy balance in the pipe element that can be written in the
following form

qi95
q-~r e

22r i
2!

2r i
2

rwcw~r e
22r i

2!DT

2r iDt
(15)

where the first term on the right-hand side in Eq.~15! is the
internal heat generation rate per unit internal surface area of the
pipe; the second term is the storage rate of energy in the wall
element per unit internal surface area of the pipe. The heat flux in
the rigorous model is predicted by solving coupled equations de-
scribing temperature fields both in the pipe wall and the fluid flow
@4#. As can be seen in Fig. 4 the~relative!difference between the
heat flux values predicted by these two models is less than 10
percent. The anticipated errors in heat flux predictions based on
forced convective boiling correlations proposed in the literature
are at least 20 percent. Thus, the simplified model predicts heat
flux within the uncertainty range of existing heat transfer correla-
tions.

It is interesting to note that initially~up to t54,500 s!the heat
generation rate in the wall is larger than the rate of wall-to-fluid
heat transfer at the pipeline inlet. Therefore, the wall is heated up
~Fig. 2!. At t54,500 s the inlet temperature reaches the maximum
and then decreases, i.e., the wall is cooled by the fluid flow. This
can occur only if the amount of heat transferred to the fluid is
greater than the amount of heat generated in the wall. The simpli-
fied model correctly describes this phenomenon~Fig. 4!. It is seen
in Figs. 2 and 4 that the maximum local temperature is reached at
the instant of time (;4500 s) when the heat fluxes to and from
the wall become equal. After that the wall-to-fluid heat transfer
rate is greater than the internal heat generation rate. Local tem-
peratures decrease until the system comes to the new steady state.
Thus, the results presented in Figs. 2 and 4 clearly show that
transient phenomena occurring in the system during heating of the
pipeline are controlled by conjugate heat transfer.

Figure 5 compares the heat flux predictions at the inlet and
outlet of the pipeline for the case in which the second criterion of
the simplified method is not satisfied. As can be seen the error
associated with using the simplified model to predict wall-to-fluid
heat transfer is large.

Fig. 3 Variation of the overall temperature difference with time
at the inlet „x ÕLÄ0…, middle „x ÕLÄ0.5…, and the outlet „x ÕL
Ä1… of the pipeline predicted by the rigorous model „NÄ100,
NwÄ10…

Fig. 4 Variation of the heat flux at the wall-fluid interface with
time at the inlet „x ÕLÄ0… and the outlet „x ÕLÄ1… of the pipeline
„t c ,f št c ,w…

Fig. 5 Variation of the heat flux at the wall-fluid interface with
time at the inlet „x ÕLÄ0… and the outlet „x ÕLÄ1… of the pipeline
„t c ,f Èt c ,w…
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Figures 6 and 7 show the predicted pressure drop and mass
velocity at the pipeline outlet, respectively. These results are
shown for three cases discussed above: two criteria for applicabil-
ity of the simplified method are satisfied, the second criterion is
not satisfied, and the effect of the wall is neglected.

When the simplified solution is applicable, the agreement be-
tween the simplified and rigorous models is good. The curves
representing the pressure drop and mass velocity responses prac-
tically coincide ~the departure of simplified model from predic-
tions of the rigorous model does not exceed 1 percent!. Beyond
the range of applicability of the simplified model~when tc, f
;tc,w! predictions differ significantly from those of the rigorous
model. The simplified solutions fortc, f@tc,w and tc, f;tc,w in
Figs. 6 and 7 coincide because the only difference between these
two cases was that different thermal conductivities of the pipe
wall ~60.5 W/mK and 0.25 W/mK! were used in the numerical
computations carried out for two conditions considered. A com-
pletely different flow behavior is observed when the wall thermal
capacity is neglected~the prediction for zero adiabaticity factor,
Fa50!.

Conclusions
A numerical solution for transient conjugate two-phase heat

transfer in pipelines with heat generation in the pipe wall has been
obtained using a method developed previously for modeling flash-

ing flows. This method is based on the energy equation applied to
a control volume comprising a fluid element and an adjacent wall
element, in which heat is generated. Two criteria of applicability
of the method have been proposed. The solution has been verified
using a model that takes the radial heat conductance and forced
convective boiling effects into account. The effect of the wall
thermal capacity on the behavior of basic flow parameters has
been studied. It has been shown that in situations when the mate-
rial of the wall bounding the flow has a high thermal conductivity
and the wall superheat is small, the solution obtained provides a
simple and reliable alternative to more rigorous methods for mod-
eling transient two-phase flow in heated channels.

Nomenclature

A 5 area
D 5 pipe internal diameter
c 5 thermal capacity

Fa 5 factor of adiabaticity, Eq.~9!
G 5 mass velocity

hf g 5 latent heat of vaporization
K 5 wall friction coefficient
k 5 thermal conductivity
L 5 length
N 5 total number of mesh cells
P 5 perimeter
p 5 pressure
q 5 heat flux per unit volume of fluid

q9 5 heat flux
q- 5 heat generation rate in the pipe wall

r 5 radius
t 5 time

tc, f 5 time required to reach a steady fluid flow in the pipe-
line

tc,w 5 transition time, a time scale used in the analysis of
unsteady heat conduction in the pipe wall

T 5 temperature
u 5 specific internal energy
U 5 internal energy
v 5 specific volume
V 5 mixture velocity
x 5 axial coordinate

DT 5 temperature difference
a 5 thermal diffusivity
d 5 wall thickness
d 5 density

Subscripts

e 5 external
f 5 fluid flow

f g 5 difference between properties of vapor~gas!and liq-
uid

i 5 internal
in 5 inlet

out 5 outlet
sat 5 saturation
w 5 wall
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The Optimal Shape of the Interface
Between Two Conductive
Bodies With Minimal Thermal
Resistance

J. V. C. Vargas and A. Bejan
Department of Mechanical Engineering and Materials
Science, Duke University, Box 90300, Durham,
NC 27708-0300

This paper considers the fundamental problem of optimizing the
geometry of the interface between two conductive bodies, with the
objective of minimizing the thermal resistance. The interface ge-
ometry is free to change. For simplicity, the geometry is assumed
to be two-dimensional with equidistant tooth-shaped features. The
tooth shape varies from triangles, to trapezoids and rectangles.
The aspect ratio (height/width) of the tooth also varies. The third
degree of freedom of the interface architecture is the volume frac-
tion of the higher-conductivity tooth material that is present in the
interface region. It is shown that the interface geometry can be
optimized with respect to tooth shape. The global thermal resis-
tance minimized with respect to tooth shape varies monotonically
with the tooth aspect ratio and volume fraction. The optimized
geometry and performance are reported graphically as functions
of the physical properties and geometric parameters of the inter-
face region.@DOI: 10.1115/1.1497355#

Keywords: Constructal, Contact Resistance, Geometry, Rough-
ness

1 Constructal Theory and Design
It was shown recently that the geometric form of natural flow

systems can be anticipated on the basis of a principle of design
optimization subject to constraints@1#. Briefly stated, the deter-
ministic mechanism that generates architecture in morphing flow
systems is constructal design. The thought that the same principle
accounts for flow shape and structure in natural systems is con-
structal theory. For a more detailed description of constructal de-
sign and theory, the reader should consult a recent book@1#.

The first examples of constructal design dealt with the optimi-
zation of tree-shaped paths for minimum-time travel@2# and
minimum-resistance cooling of electronics@3#. The heat transfer
applications are stimulated by the push toward higher density,
greater complexity, compactness and miniaturization. This is the
trend everywhere, from packages of electronics@4–10# to heat
exchangers@11,12#. Applications in other fields such as physiol-
ogy, boiling, crystal growth, urban hydraulics, geophysics, trans-
portation and business are reviewed in@1,13#.

In the original tree-shaped path for conduction@3#, the objective
was to minimize the resistance to heat transfer between a heat
generating volume~an infinity of points! and a concentrated heat
sink ~one point!. The tree emerged as the optimal volume-point
flow solution—the necessary structure that empowers the system
to meet its global objective under constraints. The tree-shaped
paths consisted of high-conductivity material, which was distrib-
uted optimally on the background of low-conductivity heat-
generating material.

In a more recent example of constructal design@14#, we mini-
mized the thermal resistance across a conducting slab without heat
generation. The two phases of the slab were maintained at differ-
ent temperatures. A finite amount of high-conductivity material
could be distributed through the slab volume. We found that an
optimal distribution of such material exists: the optimal structure
consists of optimally spaced needles and blades of high-
conductivity material. This discovery led to the speculation@14#
that the rough contact between two conductive bodies can be op-
timized for minimum heat transfer. The objective of this paper is
to investigate this possibility.

2 Model
Consider the problem of connecting, with minimum thermal

resistance, two slabs made from different materials. One of the
slabs has a low thermal conductivity (k0), and the other a high
thermal conductivity (kp). Figure 1 shows this two-dimensional
configuration. The temperatures of the two extremities are as-
sumed known: the hot end,Th , and the cold end,Tc . The side
walls are adiabatic,]T/]y50. The question is whether there is an
optimal interface geometry, shape, or roughness, such that the heat
transfer rate between the two slabs is maximized.

The problem defined in Fig. 1 is one of two-dimensional steady
heat conduction. The shaded region at the interface~thicknessL!
is assumed to be small with respect to the total length of the two
slabs put together~Z!. The geometry of theL region is the subject
of this study. The conduction in the entire domain is ruled by the
energy conservation equation

]

]x Fk~x,y!
]T

]xG1
]

]y Fk~x,y!
]T

]y G50 (1)

subject to the boundary conditions shown in Fig. 1, namely,T
5Th at (0,y), T5Tc at (L,y), and]T/]y50 at (x,0) and (x,H).

The geometry of the interface is modeled according to Fig. 2, in
which x is oriented vertically. Two limits can be distinguished.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 26,
2001; revision received May 21, 2002. Associate Editor: G. Dulikravich.

Fig. 1 Two-dimensional configuration consisting of two solids
that make contact over a finite-thickness interface. The bottom
figure shows the blocks of the grid used in the numerical work
„Table 1….
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The first limit ~not shown in Fig. 2!is a perfectly smooth contact
surface dividing the total length atx5Z/2, such that conduction is
unidirectional and the heat flux can be calculated analytically as

qref8 5
2Hk0kp

Z~kp1k0!
~Th2Tc! (2)

The second limit is represented by the rectangular shape shown on
the extreme right of Fig. 2. The mathematical domain of interest
can be reduced to half of each of the domains shown in Fig. 2,
because of symmetry in they direction. The volume fraction of
the kp material that is present in the interface region is

f5
b11b2

H
(3)

where b150 represents the triangular pattern~Fig. 2, left! and
b15b2 the rectangular pattern~Fig. 2, right!. Note further the
geometric relationsb1<b2 andb2<H/2.

The nondimensional version of this problem is based on usingZ
as length scale andk0 as reference thermal conductivity. It is
convenient to introduce the dimensionless variables

k̃5
k~x,y!

k0
, u5

T2Tc

Th2Tc
, ~X,Y!5

~x,y!

Z
(4)

The nondimensional problem statement becomes

]

]x S k̃~X,Y!
]u

]xD1
]

]y S k̃~X,Y!
]u

]yD50 (5)

u51 at ~0,Y! and u50 at ~1,Y! (6)

]u

]y
50 at ~X,0! and S X,

H

Z D (7)

where, according to Fig. 1,k̃51 on one side of the interface, and
k̃5 k̃p on the other side.

3 Numerical Formulation
The objective of the numerical work is to calculate and then

maximize the heat flux at one of the two ends of the assembly,
X50 or X51. The calculated heat flux is referenced to the lim-
iting heat flux calculated in Eq.~2!, qref8 . The ratio of the two heat
fluxes is

q̃5
qx509 H

qref8
5

k̃p11

2k̃p

]u

]XU
X50

5
k̃p11

2

]u

]XU
X51

(8)

The valueq̃51 corresponds to the reference case where teeth of
any shape are absent, i.e., a perfectly idealized smooth contact
surface atX50.5. We will show that the presence of teeth at the
interface leads to heat transfer enhancement,q̃.1.

The interface geometry has three degrees of freedom, the ratios
b1 /b2 and H/L, and the volume fractionf. The first degree of
freedom investigated is the tooth shape~the ratio b1 /b2! for a
fixed set of design parameters: the size of the contact region
(L/Z), the materials (kp /k0), the tooth aspect ratio (H/L), and
the volume fractionf.

The conduction problem defined by Fig. 1 and Eqs.~5!–~7! was
solved by the finite element method, using the code Finite Ele-
ment Analysis Program~FEAP!, originally written by Zienkiewicz
and Taylor@15#. The elements were isoparametric, 4-noded quad-
rilaterals, i.e., with linear shape functions. The grid was nonuni-
form and more refined in the vicinity of the interface, where the
highest gradients are expected. Mesh refinements were performed
for all the tested shapes that are presented in Fig. 2. The conver-
gence criterion consisted of monitoring the change inq̃ that re-
sulted from successive mesh refinements@16#. Theq̃ value result-
ing from a less refined mesh~mesh 1!was compared with the
result of a more refined mesh~mesh 2!, and the refinements
stopped when the following relative error criterion was satisfied

«5
uq̃~mesh 1!2q̃~mesh 2!u

q̃~mesh 2!
<0.01 (9)

The converged mesh had 4025 nodes. This mesh satisfied criterion
~9! for all the cases analyzed in this study, when it was compared
with a mesh with 5957 nodes.

The grid was built as shown in the lower part of Fig. 1. The slab
was divided into quadrilateral blocks. For the converged mesh, the
elements were distributed among the blocks so that their density
was greater near the interface between the two materials~Table 1!.

Fig. 2 Family of tooth-shaped interfaces that have the same
volume fraction f

Table 1 The number of elements in the grid shown in Fig. 1

Fig. 3 The maximization of the global thermal conductance by
selecting the tooth aspect ratio b 1 Õb 2
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4 Results
Figure 3 shows that whenH/L,1 the global thermal conduc-

tanceq̃ can be maximized with respect to the tooth shape ratio
b1 /b2 . The optimized shape (b1 /b2) and the maximizedq̃ values
are summarized in Fig. 4. The second degree of freedom—the
aspect ratioH/L—has a significant effect, especially on the opti-
mized ratio (b1 /b2)opt .

In the case of the rectangular interface~Fig. 2, right!with teeth
that are thin enough such thatH/L<0.5, conduction is unidirec-
tional and the temperature is practically independent ofy. Under
these circumstances the dimensionless heat flux becomes~e.g.,
@17#!

q̃rect5
k̃eff

S 12
L

ZD k̃eff1
k̃p

k̃p11

L

Z

(10)

where

k̃eff511f~ k̃p21! (11)

When H/L*0.5, conduction in the assembly is no longer unidi-
rectional even in the limit of rectangular teeth. See Fig. 5, which
was drawn forH/L54. The q̃ value obtained numerically based

on Eq. ~8! is smaller than theq̃rect value furnished by Eq.~10!.
The same observation can be made by looking atb1 /b251 and
H/L54 in Fig. 3, whereq̃ was calculated based on Eq.~8!. When
b1 /b251, theq̃ value furnished by Eq.~10! is nearly the same as
the q̃ value obtained based on Eq.~8!. This is true up toH/L
;0.5. Theq̃ estimate based on Eq.~10! is higher than the actual
q̃ value whenH/L.0.5.

We repeated the optimization work of Fig. 4 for many other
combinations ofH/L andf values. The results for (b1 .b2)opt are
summarized in Fig. 6. The corresponding results forq̃max are re-
ported in Fig. 7. These results are important because they show
that after the optimization with respect tob1 /b2 , the maximized
global conductanceq̃max varies monotonically with respect to the

Fig. 4 The optimal tooth aspect ratio and the corresponding
global thermal conductance

Fig. 5 The temperature field when the tooth shape is rectan-
gular with HÕLÄ4

Fig. 6 The effect of HÕL and f on the optimized ratio b 1 Õb 2

Fig. 7 The effect of HÕL and f on the maximized global
conductance
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remaining geometric parameters,H/L andf. High conductances
are achieved whenH/L is small, andf large. This finding is
intuitively correct, as the thermal resistance of the interface is
minimized with a shorter lengthL, wider cross-sectionH, and
higher conductivity~largef!. The effect off is weak whenH/L
is smaller than 1.

The conductivity ratiok̃p was held fixed at a value greater than
1, in order to illustrate the effect of changing the interface geom-
etry when the two solids are highly dissimilar. In the opposite
extreme,k̃p51, the conductivity does not change across the inter-
face, and the geometry of the interface loses its effect on the
global thermal resistance. In applications withk̃p values greater
than 100, the effect of changing the interface geometry is expect-
edly greater than in the cases illustrated in this note. The interface
geometry andk̃p influences the global thermal resistance because
of the continuity of heat flux at the interface,kp(]T/]n)p

5k0(]T/]n)0 , requires information onk̃p and the position of the
interface.

5 Conclusion
In summary, the geometry of the interface between two differ-

ent conducting bodies can be ‘‘designed’’ such that the thermal
contact resistance is minimal. Not every geometrical feature of the
interface can be optimized. In the present study we considered a
two-dimensional tooth-shaped interface and found that the contact
resistance can be minimized by selecting the tooth shape, which is
represented by the ratiob1 /b2 in Fig. 2. The thermal conductance
minimized with respect tob1 /b2 varies monotonically with re-
spect to the other degrees of freedom of the interface, the ratio
H/L and the volume fractionf.

The design optimization opportunity described in this paper de-
serves to be pursued in more complicated settings, for example, in
thermal contacts with three-dimensional interface geometries. At a
more basic level, the present paper illustrated once more the con-
structal method: the generation of optimal geometric form in a
‘morphing’ system, such that the global performance is maxi-
mized subject to constraints@1#.

There is a clear and working analogy between the conceptual
search for optimal distributions of maximal stresses, which leads
to smooth~animal-bone, custom made! shapes in structural me-
chanics, and the search for paths with less and less resistance to
flow ~heat, fluid, electricity, goods, etc!. In both fields, the result is
geometric form—geometry as a mechanism by which the system
achieves its global objective under constraints. Maximal stresses
and peak temperatures and pressures~high resistances!represent
peaks of imperfection, which must be smoothed, if not avoided.
Optimal distribution of imperfection is the constructal principle
that generates architecture in systems with purpose, in engineering
and nature@1#.
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Nomenclature

b1,2 5 dimensions,m, Fig. 2
H 5 height,m, Fig. 2
k 5 thermal conductivity, W m21 K21

kp 5 high thermal conductivity, W m21 K21

k0 5 low thermal conductivity, W m21 K21

k̃ 5 ratio of thermal conductivities,kp /k0
L 5 length,m, Fig. 2

q8 5 heat transfer rate per unit length, W m21

q9 5 heat transfer rate per unit area, W m22

q̃ 5 overall thermal conductance, dimensionless
T 5 temperature

x,y 5 Cartesian coordinates,m, Fig. 1
X,Y 5 dimensionless coordinates

Z 5 overall size,m, Fig. 1

Greek Symbols

« 5 error criterion
u 5 dimensionless temperature
f 5 volume fraction ofkp material

Subscripts

c 5 cold
h 5 hot

rect 5 rectangle
ref 5 reference
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